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Abstract. Classical and nonclassical Besov and Triebel-Lizorkin spaces with complete range of indices are developed in the general setting of Dirichlet space with a doubling measure and local scale-invariant Poincaré inequality. This leads to Heat kernel with small time Gaussian bounds and Hölder continuity, which play a central role in this article. Frames with band limited elements of sub-exponential space localization are developed, and frame and heat kernel characterizations of Besov and Triebel-Lizorkin spaces are established. This theory, in particular, allows to develop Besov and Triebel-Lizorkin spaces and their frame and heat kernel characterization in the context of Lie groups, Riemannian manifolds, and other settings.
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Spaces of functions or distributions play a prominent role in various areas of mathematics such as harmonic analysis, PDEs, approximation theory, probability theory and statistics and their applications. The main purpose of this article is to develop the theory of Besov and Triebel-Lizorkin spaces with full set of indices in the general setting of strictly local regular Dirichlet spaces with doubling measure and local scale-invariant Poincaré inequality, leading to a markovian heat kernel with small time Gaussian bounds and Hölder continuity. The gist of our method is to have the freedom of dealing with different geometries, on compact and noncompact sets, and with nontrivial weights, and at the same time to allow for the development and frame decomposition of Besov and Triebel-Lizorkin spaces with complete range of indices, and therefore to cover a great deal of classical and nonclassical settings. As an application, our theory allows to develop in full Besov and Triebel-Lizorkin spaces and their frame characterization in the setup of Lie groups or homogeneous spaces with polynomial volume growth, complete Riemannian manifolds with Ricci curvature bounded from below and satisfying the volume doubling condition, and various other nonclassical setups.

There are many forerunners of the ideas in this article which we even do not try to list here. Our development can be viewed as a generalization of the Littlewood-Paley theory developed by Frazier and Jawerth in the classical setting on $\mathbb{R}^n$ in [12, 13], see also [14]. More recently, Besov and Triebel-Lizorkin spaces and their frame characterization were developed in nonclassical settings such as on the sphere [34] and more general homogeneous spaces [15], on the interval with Jacobi weights [28], on the ball with weights [29], and in the context of Hermite [40] and Laguerre expansions [27].

This is a follow-up paper to [6], where we laid down some of the ground work needed for the developments in this paper. We adhere to the framework and notation established in [6], which we recall in the following, beginning with the setting:

I. We assume that $(M, \rho, \mu)$ is a metric measure space satisfying the conditions: $(M, \rho)$ is a locally compact metric space with distance $\rho(\cdot, \cdot)$ and $\mu$ is a positive Radon measure such that the following volume doubling condition is valid

\begin{equation}
0 < \mu(B(x, 2r)) \leq c_0 \mu(B(x, r)) < \infty \quad \text{for all } x \in M \text{ and } r > 0,
\end{equation}
where $B(x, r)$ is the open ball centered at $x$ of radius $r$ and $c_0 > 1$ is a constant. Note that (1.1) readily implies

(1.2) \[ \mu(B(x, \lambda r)) \leq c_0 \lambda^d \mu(B(x, r)) \quad \text{for } x \in M, r > 0, \text{ and } \lambda > 1. \]

Here $d = \log_2 c_0 > 0$ is a constant playing the role of a dimension, but one should not confuse it with dimension.

II. The main assumption is that the local geometry of the space $(M, \rho, \mu)$ is related to a self-adjoint positive operator $L$ on $L^2(M, d\mu)$ such that the associated semigroup $P_t = e^{-tL}$ consists of integral operators with (heat) kernel $p_t(x,y)$ obeying the conditions:

- **Small time Gaussian upper bound:**

\[ (1.3) \quad |p_t(x, y)| \leq C^* \exp\left\{ -\frac{c^* \rho^2(x,y)}{t} \right\} \frac{1}{\sqrt{\mu(B(x, \sqrt{t})) \mu(B(y, \sqrt{t}))}} \quad \text{for } x, y \in M, \quad 0 < t \leq 1. \]

- **Hölder continuity:** There exists a constant $\alpha > 0$ such that

\[ (1.4) \quad \left| p_t(x, y) - p_t(x, y') \right| \leq C^* \left( \frac{\rho(y, y')}{\sqrt{t}} \right) \frac{1}{\sqrt{\mu(B(x, \sqrt{t})) \mu(B(y, \sqrt{t}))}} \exp\left\{ -\frac{c^* \rho^2(x,y)}{t} \right\} \frac{1}{\sqrt{\mu(B(x, \sqrt{t})) \mu(B(y, \sqrt{t}))}} \quad \text{for } x, y, y' \in M \text{ and } 0 < t \leq 1, \quad \text{whenever } \rho(y, y') \leq \sqrt{t}. \]

- **Markov property:**

\[ (1.5) \quad \int_M p_t(x, y) d\mu(y) = 1 \quad \text{for } t > 0. \]

Above $C^*, c^* > 0$ are structural constants which along with $c_0$ will affect most of the constants in the sequel.

In certain situations, we shall assume one or both of the following additional conditions:

- **Reverse doubling condition:** There exists a constant $c > 1$ such that

\[ (1.6) \quad \mu(B(x, 2r)) \geq c \mu(B(x, r)) \quad \text{for } x \in M \text{ and } 0 < r \leq \frac{\text{diam } M}{3}. \]

- **Non-collapsing condition:** There exists a constant $c > 0$ such that

\[ (1.7) \quad \inf_{x \in M} \mu(B(x, 1)) \geq c. \]

It will be explicitly indicated where each of these two conditions is required.

As is shown in [6] a natural **realization of the above setting** appears in the general framework of Dirichlet spaces. It turns out that in the setting of strictly local regular Dirichlet spaces with a complete intrinsic metric (see [4, 11, 36, 1, 48, 49, 50, 2, 3, 8]) it suffices to only verify the local Poincaré inequality and the global doubling condition on the measure and then our general theory applies in full. We refer the reader to §1.2 in [6] for the details.

The point is that situations where our theory applies are quite common, which becomes evident from the **examples** given in [6]. We next describe them briefly.

- **Uniformly elliptic divergence form operators on $\mathbb{R}^d$**. Given a uniformly elliptic symmetric matrix-valued function $\{a_{ij}(x)\}$ depending on $x \in \mathbb{R}^d$, one can define an operator $L = -\sum_{i,j=1}^d \frac{\partial}{\partial x_i} \left( a_{ij} \frac{\partial}{\partial x_j} \right)$ on $L^2(\mathbb{R}^d, dx)$ via the associated quadratic form. The uniform ellipticity condition yields that the intrinsic metric associated with this operator is equivalent to the Euclidean distance. The Gaussian upper and
upper bounds on the heat kernel in this setting are due to Aronson and the Hölder regularity of the solutions is due to Nash [35].

• Domains in $\mathbb{R}^d$. Uniformly elliptic divergence form operators on domains in $\mathbb{R}^d$ can be developed by choosing boundary conditions. In this case the upper bounds of the heat kernels are well understood (see e.g. [36]). The Gaussian lower bounds is much more complicated to establish and one has to choose Neumann conditions and impose regularity assumptions on the domain. We refer the reader to [19] for more details.

• Riemannian manifolds and Lie groups. The local Poincaré inequality and doubling condition are verified for the Laplace-Beltrami operator of a Riemannian manifold with non-negative Ricci curvature [30], also for manifolds with Ricci curvature bounded from below if one assumes in addition that they satisfy the volume doubling property, also for manifolds that are quasi-isometric to such a manifold [17, 43, 45], also for co-compact covering manifolds whose deck transformation group has polynomial growth [43, 45], for sublaplacians on polynomial growth Lie groups [55, 42] and their homogeneous spaces [31]. Observe that the case of the sphere endowed with the natural Laplace-Beltrami operator treated in [33, 34] and the case of more general compact homogeneous spaces endowed with the Casimir operator considered in [15] fall into the above category. One can also consider variable coefficients operators on Lie groups, see [46]. We refer the reader to [19, Section 2.1] for more details on the above examples and to [8, 18, 36, 44, 55] as general references for the heat kernel.

• Heat kernel on $[-1,1]$ generated by the Jacobi operator. In this case $M = [-1,1]$ with $d\mu(x) = w_{\alpha,\beta}(x)dx$, where $w_{\alpha,\beta}(x) = (1-x)^{\alpha}(1+x)^{\beta}$, $\alpha, \beta > -1$, is the classical Jacobi weight, and $L$ is the Jacobi operator. As is well-known, e.g. [52], $LP_k = \lambda_k P_k$, where $P_k$ $(k \geq 0)$ is the $k$th degree (normalized) Jacobi polynomial and $\lambda_k = k(k + \alpha + \beta + 1)$. As is shown in [6] in this case the general theory applies, resulting in a complete strictly local Dirichlet space with an intrinsic metric $\rho(x, y) = |\arccos x - \arccos y|$. It is also shown that the respective scale-invariant Poincaré inequality is valid and the measure $\mu$ obeys the doubling condition. Therefore, this example fits in the general setting described above and our theory applies and covers completely the results in [28, 38].

The development of weighted spaces on the unit ball in $\mathbb{R}^d$ in [29, 39] also fits in our general setting. The treatment of this and other examples will be the theme of a future work.

In this article we advance on several fronts. We refine considerably one of the main results in [6] which asserts that in the general setting described above for any compactly supported function $f \in C^\infty(\mathbb{R})$ obeying $f^{(2\nu+1)}(0) = 0$, $\nu \geq 0$, the operator $f(\sqrt{L})$ has a kernel $f(\sqrt{L})(x, y)$ of nearly exponential space localization (see Theorem 3.1 below). Furthermore, we show that for appropriately selected functions $f$ of this sort with “small” derivatives $f(\sqrt{L})(x, y)$ has sub-exponential space localization:

$$|f(\delta \sqrt{L})(x, y)| \leq c \exp \left\{ - \kappa \left( \frac{\rho(x, y)}{\delta} \right)^{1-\epsilon} \right\} \frac{\sqrt{\mu(B(x, \delta)) \mu(B(y, \delta))}}{\sqrt{\mu(B(x, \delta)) \mu(B(y, \delta))}}.$$

We also show that the class of integral operators with sub-exponentially localized kernels is an algebra, which plays a crucial role in the development of frames. We make a substantial improvement in the scheme for constriction of frames from
which enable us to construct duals of sub-exponential space localization. These advances allow us to generalize in full the theory of Frazier-Jawerth [12, 13].

To introduce Besov spaces in the general setting of this article we follow the well known idea [37, 53, 54] of using spectral decompositions induced by a self-adjoint positive operator. Consider functions \( \varphi, \varphi \in C^\infty(\mathbb{R}_+) \) such that \( \text{supp} \varphi_0 \subset [0,2], \varphi_0^{(\nu)}(0) = 0 \) for \( \nu \geq 1 \), \( \text{supp} \varphi \subset [1/2,2] \), and \( |\varphi(\lambda)| + \sum_{j \geq 1} |\varphi(2^{-j}\lambda)| \geq c > 0 \) on \( \mathbb{R}_+ \). Set \( \varphi_j(\lambda) := \varphi(2^{-j}\lambda) \) for \( j \geq 1 \). The possibly anisotropic geometry of \( M \) is the reason for introducing two types of Besov spaces (§6):

(i) The “classical” Besov space \( B_{pq}^s = B_{pq}^s(L) \) is defined as the set of all distributions \( f \) such that

\[
\|f\|_{B_{pq}^s} := \left( \sum_{j \geq 0} \left( 2^{sj} \|\varphi_j(\sqrt{L})f(\cdot)\|_{L^p} \right)^q \right)^{1/q} < \infty, \quad \text{and}
\]

(ii) The “nonclassical” Besov space \( \tilde{B}_{pq}^s = \tilde{B}_{pq}^s(L) \) is defined by the norm

\[
\|f\|_{\tilde{B}_{pq}^s} := \left( \sum_{j \geq 0} \left( \|B(\cdot,2^{-j})|^{-s/d}\varphi_j(\sqrt{L})f(\cdot)\|_{L^p} \right)^q \right)^{1/q}.
\]

Our main motivation for introducing the spaces \( \tilde{B}_{pq}^s \) lies in nonlinear approximation (§6.5). However, we believe that these spaces capture well the geometry of the underlying space \( M \) and will play an important role in other situations.

“Classical” Triebel-Lizorkin spaces \( F_{pq}^s = F_{pq}^s(L) \) are defined by means of the norms

\[
\|f\|_{F_{pq}^s} := \left\| \left( \sum_{j \geq 0} \left( 2^{sj}|\varphi_j(\sqrt{L})f(\cdot)| \right)^q \right)^{1/q} \right\|_{L^p},
\]

while their “nonclassical” version \( \tilde{F}_{pq}^s = \tilde{F}_{pq}^s(L) \) is introduced through the norms

\[
\|f\|_{\tilde{F}_{pq}^s} := \left\| \left( \sum_{j \geq 0} \left( |B(\cdot,2^{-j})|^{-s/d}|\varphi_j(\sqrt{L})f(\cdot)| \right)^q \right)^{1/q} \right\|_{L^p}.
\]

It is important that our setting, though general, permits to develop Besov and Triebel-Lizorkin spaces with complete range of indices, e.g. \( s \in \mathbb{R}, 0 < p,q \leq \infty \), in the case of Besov spaces. We only consider inhomogeneous Besov and Triebel-Lizorkin spaces here for this enables us to treat simultaneously the compact and noncompact cases. Their homogeneous version, however, can be developed in a similar manner.

One of the main results in this article is the frame decomposition of the Besov and Triebel-Lizorkin spaces in the spirit of the \( \varphi \)-transform decomposition in the classical case by Frazier and Jawerth [12, 13]. To show the flavor of these results, let \( \{\psi_\xi\}_{\xi \in \mathcal{X}} \) and \( \{\tilde{\psi}_\xi\}_{\xi \in \mathcal{X}} \) be the pair of dual frames constructed here, indexed by a multilevel set \( \mathcal{X} \cup_{j \geq 0} \mathcal{X}_j \). Then the decomposition of e.g. \( \tilde{B}_{pq}^s \) takes the form (§6.2)

\[
\|f\|_{\tilde{B}_{pq}^s} \sim \left( \sum_{j \geq 0} \left( \sum_{\xi \in \mathcal{X}_j} \left| \langle B(\xi,2^{-j})|^{-s/d}\|f,\tilde{\psi}_\xi\psi_\xi\|_p \right \rangle^q \right)^{1/q} \right)^{1/q}.
\]
We also establish characterization of Besov and Triebel-Lizorkin spaces in terms of the heat kernel. For instance, for $\tilde{B}^{s}_{pq}$ we have for $m > s$ (§6.1)
\[ \|f\|_{\tilde{B}^{s}_{pq}} \sim \|B(\cdot, 1)^{-s/d}e^{-L}f\|_p + \left( \int_{0}^{1} \|B(\cdot, t^{1/2})^{-s/d}(tL)^{m/2}e^{-tL}f\|_p^q \frac{dt}{t} \right)^{1/q}. \]

As will be shown our theory covers completely the classical case on $\mathbb{R}^d$ and on the torus $\mathbb{T}^d$ as well as the above mentioned cases on the sphere [34] and more general homogeneous spaces [15], on the interval [28], and on the ball [29]. Our theory also applies in full in the various situations briefly indicated above. Others are yet to be revealed or developed. Related interesting issues such as atomic decompositions and interpolation will not be treated here.

The metric measure space $(M, \rho, \mu)$ (with the doubling condition) from the setting of this article is a space of homogeneous type in the sense of Coifman and Weiss [5]. The theory of Besov and Triebel-Lizorkin spaces on general homogeneous spaces is well developed by now, see e.g. [20, 21, 32, 56]. The principle difference between this theory and our theory is that the smoothness of the spaces in the former theory is limited ($|s| < \varepsilon$). Yet, it is a reasonable question to explore the relationship between these two theories. We do not attempt to address this issue here.

For Hardy spaces $H^p$ associated with non-negative self-adjoint operators under the general assumption of the Davies-Gaffney estimate we refer the reader to [9, 26, 22].

The organization of this paper is as follows: In §2 we present some technical results and background. In §3 we refine and extend the functional calculus results from [6]. In §4 we develop an improved version of the construction of frames from [6] which produces frame elements of sub-exponential space localization. In §5 we introduce distributions in the setting of this paper and establish some of their main properties and decomposition. In §6 we introduce classical and nonclassical inhomogeneous Besov spaces and give their characterization in terms of the heat kernel and the frames from §4. We also show the application of Besov spaces to nonlinear approximation from frames. In §7 we develop classical and nonclassical inhomogeneous Triebel-Lizorkin spaces in the underlying setting and establish their characterization in terms of the heat kernel and the frames from §4. We also present identification of some Triebel-Lizorkin spaces.

Notation. Throughout this article we shall use the notation $|E| := \mu(E)$ and $\mathbb{1}_E$ will denote the characteristic function of $E \subset M$, $\|\cdot\|_p := \|\cdot\|_{L^p(M, \mu)}$. UCB will stand for the space of all uniformly continuous and bounded functions on $M$. We shall denote by $C_0^\infty(\mathbb{R}_+)$ the set of all compactly supported $C^\infty$ functions on $\mathbb{R}_+ := [0, \infty)$. In some cases “sup” will mean “ess sup”, which will be clear from the context. Positive constants will be denoted by $c, C, c_1, c_2, \ldots$ and they may vary at every occurrence. Most of them will depend on the basic structural constants $c_0, C^*, c^*$ from (1.1)-(1.4). This dependence usually will not be indicated explicitly. Some important constants will be denoted by $c_2, c_2, c_3, \ldots$ and they will remain unchanged throughout. The notation $a \sim b$ will stand for $c_1 \leq a/b \leq c_2$.

2. Background

In this section we collect a number of technical results that will be needed in the sequel. Most of the nontrivial of them are proved in [6].
2.1. Estimates and facts related to the doubling and other conditions.

Since \( B(x, r) \subset B(y, \rho(x, y) + r) \), then (1.2) yields

\[
\tag{2.1} |B(x, r)| \leq c_0 \left( 1 + \frac{\rho(x, y)}{r} \right)^d |B(y, r)|, \quad x, y \in M, \ r > 0.
\]

The reverse doubling condition (1.6) implies

\[
\tag{2.2} |B(x, \lambda r)| \geq c^{-1} \lambda^\zeta |B(x, r)|, \quad \lambda > 1, \ r > 0, \ 0 < \lambda r < \frac{\text{diam} M}{3},
\]

where \( c > 1 \) is the constant from (1.6) and \( \zeta = \log_2 e > 0 \). In this article, the reverse doubling condition will be used: for lower bound estimates of the \( L^p \) norms of operator kernels (§3.5) and frame elements (§4), in nonlinear approximation from frames (§6.5), and in the identification of some Triebel-Lizorkin spaces (§7.3).

The non-collapsing condition (1.7) and (1.2) yield

\[
\tag{2.3} \inf_{x \in M} |B(x, r)| \geq \tilde{c} r^d, \quad 0 < r \leq 1, \ \tilde{c} = \text{const.}
\]

The non-collapsing condition is needed in establishing the \( L^p \to L^q \) boundedness of integral operators (§2.3) and for embedding results for Besov spaces (§6.3).

As shown in [6] the following clarifying statements hold:

(a) \( \mu(M) < \infty \) if and only if \( \text{diam} M < \infty \). Moreover, if \( \text{diam} M = D < \infty \), then

\[
\tag{2.4} \inf_{x \in M} |B(x, r)| \geq c r^d |M|^{-d}, \quad 0 < r \leq D.
\]

(b) If \( M \) is connected, then the reverse doubling condition (1.6) is valid. Therefore, it is not quite restrictive.

(c) In general, \( |B(x, r)| \) can be much larger than \( O(r^d) \) for certain points \( x \in M \) as is evident from the example on \([-1, 1]\) with the heat kernel induced by the Jacobi operator.

The following symmetric functions will govern the localization of most operator kernels in the sequel:

\[
\tag{2.5} D_{\delta, \sigma}(x, y) := \left( |B(x, \delta)||B(y, \delta)| \right)^{-1/2} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^{-\sigma}, \ x, y \in M.
\]

Observe that (1.2) and (2.1) readily imply

\[
\tag{2.6} D_{\delta, \sigma}(x, y) \leq c|B(x, \delta)|^{-1} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^{-\sigma + d/2}.
\]

Furthermore, for \( 0 < p < \infty \) and \( \sigma > d(1/2 + 1/p) \)

\[
\tag{2.7} \|D_{\delta, \sigma}(x, \cdot)\|_p = \left( \int_M \left[ D_{\delta, \sigma}(x, y) \right]^p d\mu(y) \right)^{1/p} \leq c_p |B(x, \delta)|^{1/p - 1}.
\]

and

\[
\tag{2.8} \int_M D_{\delta, \sigma}(x, u) D_{\delta, \sigma}(u, y) d\mu(u) \leq c D_{\delta, \sigma}(x, y) \quad \text{if} \quad \sigma > 2d.
\]

The above two estimates follow readily by the following lemma which will also be useful.

**Lemma 2.1.** (a) For \( \sigma > d \) and \( \delta > 0 \)

\[
\tag{2.9} \int_M (1 + \delta^{-1} \rho(x, y))^{-\sigma} d\mu(y) \leq c_1 |B(x, \delta)|, \quad x \in M.
\]
(b) If \( \sigma > d \), then for \( x, y \in M \) and \( \delta > 0 \)

\[
\int_M \frac{1}{(1 + \delta^{-1} \rho(x,u))^{\sigma}(1 + \delta^{-1} \rho(y,u))^{\sigma}} \, d\mu(u) \leq 2^{2\sigma} c_1 \frac{|B(x,\delta)| + |B(y,\delta)|}{(1 + \delta^{-1} \rho(x,y))^{\sigma}} \leq c_2 \frac{|B(x,\delta)|}{(1 + \delta^{-1} \rho(x,y))^{\sigma-\sigma'}}.
\]

(2.10)

(c) If \( \sigma > 2d \), then for \( x, y \in M \) and \( \delta > 0 \)

\[
\int_M \frac{1}{(1 + \delta^{-1} \rho(x,u))^{\sigma}(1 + \delta^{-1} \rho(y,u))^{\sigma}} \, d\mu(u) \leq \frac{c_3}{(1 + \delta^{-1} \rho(x,y))^{\sigma}},
\]

and if in addition \( 0 < \delta \leq 1 \), then

\[
\int_M \frac{1}{(1 + \delta^{-1} \rho(x,u))^{\sigma}(1 + \rho(y,u))^{\sigma}} \, d\mu(y) \leq \frac{c_4}{(1 + \rho(x,y))^{\sigma}}.
\]

(2.11)

Proof. Estimates (2.9)-(2.11) are proved in [6] (see Lemma 2.3). Estimate (2.12) follows easily from (2.11). Indeed, denote by \( J \) the integral in (2.12). If \( \rho(x,y) \leq 1 \), then using (2.1), (2.9), and that \( \sigma > 2d \) we get

\[
J \leq \int_M \frac{d\mu(y)}{|B(x,\delta)|(1 + \delta^{-1} \rho(x,u))^{\sigma}} \leq c_0 \int_M \frac{d\mu(y)}{|B(x,\delta)|(1 + \delta^{-1} \rho(x,u))^{\sigma-\sigma'}} \leq c
\]

which implies (2.12). If \( \rho(x,y) > 1 \), then using (2.11)

\[
J \leq \int_M \frac{\delta^{-\sigma}d\mu(y)}{|B(x,\delta)|(1 + \delta^{-1} \rho(x,u))^{\sigma}(1 + \delta^{-1} \rho(y,u))^{\sigma}} \leq \frac{c\delta^{-\sigma}}{(1 + \delta^{-1} \rho(x,y))^{\sigma}},
\]

which yields (2.12). \( \square \)

2.2. Maximal \( \delta \)-nets. In the construction of frames in the general setting of this article there is an underlying sequence of maximal \( \delta \)-nets \( \{A_j\}_{j \geq 0} \) on \( M \): We say that \( \mathcal{X} \subset M \) is a \( \delta \)-net on \( M \) (\( \delta > 0 \)) if \( \rho(\xi,\eta) \geq \delta \) for all \( \xi, \eta \in \mathcal{X} \), and \( \mathcal{X} \subset M \) is a maximal \( \delta \)-net on \( M \) if \( \mathcal{X} \) is a \( \delta \)-net on \( M \) that cannot be enlarged.

We next summarize the basic properties of maximal \( \delta \)-nets [6, Proposition 2.5]: A maximal \( \delta \)-net on \( M \) always exists and if \( \mathcal{X} \) is a maximal \( \delta \)-net on \( M \), then

\[
(2.13) \quad M = \cup_{\xi \in \mathcal{X}} B(\xi,\delta) \quad \text{and} \quad B(\xi,\delta/2) \cap B(\eta,\delta/2) = \emptyset \quad \text{if} \quad \xi \neq \eta, \, \xi, \eta \in \mathcal{X}.
\]

Furthermore, \( \mathcal{X} \) is countable or finite and there exists a disjoint partition \( \{A_\xi\}_{\xi \in \mathcal{X}} \) of \( M \) consisting of measurable sets such that

\[
(2.14) \quad B(\xi,\delta/2) \subset A_\xi \subset B(\xi,\delta), \quad \xi \in \mathcal{X}.
\]

Discrete versions of estimates (2.8)-(2.12) are valid [6]. In particular, assuming that \( \mathcal{X} \) is a maximal \( \delta \)-net on \( M \) and \( \{A_\xi\}_{\xi \in \mathcal{X}} \) is a companion disjoint partition of \( M \) as above, then

\[
\sum_{\xi \in \mathcal{X}} (1 + \delta^{-1} \rho(x,\xi))^{-2d-1} \leq c,
\]

(2.15)

and if \( \sigma \geq 2d + 1 \)

\[
\sum_{\xi \in \mathcal{X}} |A_\xi| D_{\delta,\sigma}(x,\xi) D_{\delta,\sigma}(y,\xi) \leq c D_{\delta,\sigma}(x, y).
\]

(2.16)
Furthermore, if $\delta_\ast \geq \delta$, then
\begin{equation}
\sum_{\xi \in X} \frac{|A_{\xi}|}{B(\xi, \delta_\ast)}(1 + \delta_\ast^{-1} \rho(x, \xi))^{-2d-1} \leq c.
\end{equation}

### 2.3. Maximal and integral operators.

The maximal operator will be an important tool for proving various estimates. We shall use its version $\mathcal{M}_t$ ($t > 0$) defined by
\begin{equation}
\mathcal{M}_t f(x) := \sup_{B \ni x} \left( \frac{1}{|B|} \int_B |f|^t \, d\mu \right)^{1/t}, \quad x \in M,
\end{equation}
where the sup is over all balls $B \subset M$ such that $x \in B$.

Since $\mu$ is a Radon measure on $M$ which satisfies the doubling condition (1.2) the general theory of maximal operators applies and the Fefferman-Stein vector-valued maximal inequality holds ([47], see also [16]): If $0 < p < \infty$ and $0 < q \leq \infty$, and $0 < t < \min\{p, q\}$ then for any sequence of functions $\{f_\nu\}$ on $M$
\begin{equation}
\left\| \left( \sum_{\nu} |\mathcal{M}_t f_\nu(\cdot)|^q \right)^{1/q} \right\|_{L^p} \leq c \left\| \left( \sum_{\nu} |f_\nu(\cdot)|^q \right)^{1/q} \right\|_{L^p}.
\end{equation}

An elaborate proof of estimate (2.19) in the general setting of homogeneous type spaces is given in [16]. The same proof can be easily adapted for the proof of estimate (2.20). We omit the details.

**Remark 2.2.** The vector-valued maximal inequality (2.19) is usually stated and used with $t = 1$ and $p, q > 1$. We find the maximal inequality in the form given in (2.19) with $0 < t < \min\{p, q\}$ more convenient. It follows immediately from the case $t = 1$ and $p, q > 1$. The same observation is valid for inequality (2.20).

A lower bound estimate on the maximal operator of the characteristic function $\mathbb{1}_{B(y, r)}$ of the ball $B(y, r)$ will be needed:
\begin{equation}
(\mathcal{M}_t \mathbb{1}_{B(y, r)})(x) \geq c \left( 1 + \frac{\rho(x, y)}{r} \right)^{-d/t}, \quad x \in M.
\end{equation}

This estimate follows easily from the doubling condition (1.2).

The localization of the kernels of most integral operators that will appear in the sequel will be controlled by the quantities $D_{\delta, \sigma}(x, y)$, defined in (2.5). We next give estimates on the norms of such operators.

**Proposition 2.3.** Let $H$ be an integral operator with kernel $H(x, y)$, i.e.
\begin{align*}
Hf(x) &= \int_M H(x, y)f(y) \, d\mu(y), \quad \text{and let} \quad |H(x, y)| \leq c'|D_{\delta, \sigma}(x, y)
\end{align*}
for some $0 < \delta \leq 1$ and $\sigma \geq 2d + 1$. Then we have:

(i) For $1 \leq p \leq \infty$
\begin{equation}
\|Hf\|_p \leq c\|f\|_p, \quad f \in L^p.
\end{equation}
(ii) Assuming the non-collapsing condition (1.7) and $1 \leq p \leq q \leq \infty$

\begin{equation}
\|H f\|_q \leq cc_1^d\delta^{d(\frac{1}{q} - \frac{1}{p})}\|f\|_p, \quad f \in L^p.
\end{equation}

**Proof.** By (2.7) there exists a constant $c > 0$ such that

$$\sup_{x \in M} \|H(x, \cdot)\|_{L^1} \leq c \quad \text{and} \quad \sup_{y \in M} \|H(\cdot, y)\|_{L^1} \leq c$$

Then (2.22) follows by the Schur lemma. The proof of (2.23) is given in [6, Proposition 2.6]. □

The following useful result for products of integral and non-integral operators is shown in [6].

**Proposition 2.4.** In the general setting of a doubling metric measure space $(M, \rho, \mu)$, let $U, V : L^2 \rightarrow L^2$ be integral operators and suppose that for some $0 < \delta \leq 1$ and $\sigma \geq d + 1$ we have

\begin{equation}
|U(x, y)| \leq c_1 D_{\delta, \sigma}(x, y) \quad \text{and} \quad |V(x, y)| \leq c_2 D_{\delta, \sigma}(x, y).
\end{equation}

Let $R : L^2 \rightarrow L^2$ be a bounded operator, not necessarily an integral operator. Then $URV$ is an integral operator with the following bound on its kernel

\begin{equation}
\|URV(x, y)\| \leq \|U(x, \cdot)\|_2\|R\|_{2 \rightarrow 2}\|V(\cdot, y)\|_2 \leq \frac{cc_1c_2\|R\|_{2 \rightarrow 2}}{(|B(x, \delta)|B(y, \delta))^{1/2}}.
\end{equation}

2.4. Compactly supported cut-off functions with small derivatives. In the construction of frames we shall need compactly supported $C^\infty$ functions with small-possible derivatives. Such functions are developed in [24, 25].

**Definition 2.5.** A function $\varphi \in C^\infty(\mathbb{R}_+)$ is said to be an admissible cut-off function if $\varphi \neq 0$, $\text{supp} \varphi \subset [0, 2]$ and $\varphi^{(m)}(0) = 0$ for $m \geq 1$. Furthermore, $\varphi$ is said to be admissible of type $(a)$, $(b)$ or $(c)$ if $\varphi$ is admissible and in addition obeys the respective condition:

(a) $\varphi(t) = 1$, $t \in [0, 1]$,

(b) $\text{supp} \varphi \subset [1/2, 2]$ or

(c) $\text{supp} \varphi \subset [1/2, 2]$ and $\sum_{j=0}^{\infty} |\varphi(2^{-j}t)|^2 = 1$ for $t \in [1, \infty)$.

The following proposition will be instrumental in the construction of frames.

**Proposition 2.6.** [25] For any $0 < \varepsilon \leq 1$ there exists a cut-off function $\varphi$ of type $(a)$, $(b)$ or $(c)$ such that $\|\varphi\|_{\infty} \leq 1$ and

\begin{equation}
\|\varphi^{(k)}\|_{\infty} \leq 8\left(16\varepsilon^{-1}k^{1+\varepsilon}\right)^k, \quad \forall k \in \mathbb{N}.
\end{equation}

Observe that, as shown in [25], Proposition 2.6 is sharp in the sense that there is no cut-off function $\varphi$ such that $\|\varphi^{(k)}\|_{\infty} \leq \gamma(\gamma k)^k$ for all $k \in \mathbb{N}$ no matter how large $\gamma, \tilde{\gamma} > 0$ might be. For more information about cut-off functions with “small” derivatives we refer the reader to [25].

2.5. Key implications of the heat kernel properties. The main results in this paper will rely on the functional calculus induced by the heat kernel. We shall further refine the functional calculus developed in [6] by improving the assumptions and constant in the main space localization estimate (see Theorem 3.4 in [6]). Our new proof will utilize two basic ingredients: (i) The finite speed propagation property for the solution of the associated to $L$ wave equation, and (ii) A non-smooth functional calculus estimate.
In this theory, the following **Davies-Gaffney estimate** for the heat kernel plays a significant role:

\begin{equation}
\|P_t f_1, f_2\| \leq \exp \left\{ - \frac{\hat{c} r^2}{t} \right\} \|f_1\|_2 \|f_2\|_2, \quad t > 0,
\end{equation}

for all open sets $U_j \subset M$ and $f_j \in L^2(M)$ with $\text{supp} f_j \subset U_j$, $j = 1, 2$, where $r := \rho(U_1, U_2)$ and $\hat{c} > 0$ is a constant. It is not hard to see that the Davies-Gaffney estimate is a consequence of the conditions on the heat kernel stipulated in §1. However, since we do not have a reference for this, we next give its proof.

**Proposition 2.7.** Assume that the doubling condition (1.1) and the Gaussian bound (1.3) for the heat kernel are valid. Then the Davies-Gaffney estimate (2.27) holds with $\hat{c} = c^*$, where $c^*$ is the constant from (1.3).

**Proof.** We shall proceed in the spirit of [7]. Clearly, it suffices to prove estimate (2.27) for any constant $\hat{c} < c^*$, then (2.27) will hold with $\hat{c} = c^*$. Let $\hat{c} = c^* - \varepsilon$ for some $0 < \varepsilon < c^*$.

Note first that as shown in [7, Lemma 3.1] it suffices to prove (2.27) in the case when $U_1, U_2$ are arbitrary balls $B_1, B_2$. Let $B_j = B(a_j, r_j)$ and $f_j \in L^2(B_j)$, $j = 1, 2$. Write $r := \rho(B_1, B_2)$.

By (2.1) we have $|B(x, \sqrt{t})| \leq c_0 \left( 1 + \frac{\rho(x, y)}{\sqrt{t}} \right)^d |B(y, \sqrt{t})|$ and obviously there exists a constant $c_\varepsilon > 0$ such that $\exp \left\{ - \varepsilon \frac{|B(x, \sqrt{t})|^2}{t} \right\} \leq c_\varepsilon \left( 1 + \frac{\rho(x, y)}{\sqrt{t}} \right)^{-3d/2 - 1}, \quad t > 0.$

We use these and the Gaussian upper bound (1.3) to obtain

$$|p_t(x, y)| \leq \frac{c \exp\left\{ - \frac{c \varepsilon}{\sqrt{t}} \right\}}{|B(x, \sqrt{t})| \left( 1 + \frac{\rho(x, y)}{\sqrt{t}} \right)^{d+1}}$$

for $x \in B_1$, $y \in B_2$, and $t > 0$.

Integrating with respect to $y \in B_1$ and applying (2.9) ($B_1 \subset M$) we arrive at

\begin{equation}
\sup_{x \in B_2} \int_{B_1} |p_t(x, y)|d\mu(y) \leq c'_\varepsilon \exp \left\{ - \frac{\hat{c} r^2}{t} \right\}.
\end{equation}

Similarly

\begin{equation}
\sup_{y \in B_1} \int_{B_2} |p_t(x, y)|d\mu(x) \leq c'_\varepsilon \exp \left\{ - \frac{\hat{c} r^2}{t} \right\}.
\end{equation}

By Schur's lemma, (2.28)-(2.29) imply that $P_t f(x) = \int_{B_1} p_t(x, y)f(y)d\mu(y), \quad t > 0,$
is a bounded operator from $L^2(B_1)$ into $L^2(B_2)$ with norm

$$\|P_t\|_{2 \rightarrow 2} \leq c'_\varepsilon \exp \left\{ - \frac{\hat{c} r^2}{t} \right\}.$$

In turn, this leads to

\begin{equation}
\|P_t f_1, f_2\| \leq c'_\varepsilon \exp \left\{ - \frac{\hat{c} r^2}{t} \right\} \|f_1\|_2 \|f_2\|_2, \quad t > 0.
\end{equation}

On the other hand, since $L$ is a positive self-adjoint operator, $P_t$ is analytic in $\mathbb{C}_+$ and $\|P_t\|_{2 \rightarrow 2} \leq 1 \forall \varepsilon \in \mathbb{C}_+$. We use this, (2.30), and Lemma 3.2 from [7] (with an adjustment of the constant) to conclude that estimate (2.27) holds true. \qed
In going further, observe that as proved in [7] (Theorem 3.4), the Davies-Gaffney estimate (2.27) implies (in fact, it is equivalent to) the finite speed propagation property:

\[(2.31) \quad \langle \cos(t\sqrt{L})f_1, f_2 \rangle = 0, \quad 0 < \tilde{c}t < r, \quad \tilde{c} := \frac{1}{2\sqrt{c^*}}, \]

for all open sets \( U_j \subset M, f_j \in L^2(M), \) supp \( f_j \subset U_j, j = 1, 2, \) where \( r := \rho(U_1, U_2). \)

We next use this to derive important information about the kernels of operators of the form \( f(\delta\sqrt{L}) \) whenever \( f \) is band limited. Here \( \hat{f}(\xi) := \int_R f(t)e^{-it\xi}dt. \)

**Proposition 2.8.** Let \( f \) be even, supp \( \hat{f} \subset [-A, A] \) for some \( A > 0, \) and \( \hat{f} \in W^2_\infty, \) i.e. \( \|\hat{f}\|_{\infty} < \infty. \) Then for \( \delta > 0 \) and \( x, y \in M \)

\[(2.32) \quad f(\delta\sqrt{L})(x, y) = 0 \quad \text{if} \quad \tilde{c}\delta A < \rho(x, y). \]

**Proof.** From functional calculus and the Fourier inversion formula

\[ f(\delta\sqrt{L}) = \frac{1}{\pi} \int_0^\delta \hat{f}(\xi) \cos(\xi\delta\sqrt{L})d\xi. \]

Fix \( x, y \in M, x \neq y, \) and let \( \tilde{c}\delta A < \rho(x, y). \) Choose \( \epsilon > 0 \) so that \( \tilde{c}\delta A < \rho(x, y) - 2\epsilon \) and let \( g_1 := |B(x, \epsilon)|^{-1}1_{B(x, \epsilon)} \) and \( g_2 := |B(y, \epsilon)|^{-1}1_{B(y, \epsilon)}. \) Then from above and (2.31) we derive

\[(2.33) \quad \langle f(\delta\sqrt{L})g_1, g_2 \rangle = \frac{1}{\pi} \int_0^\delta \hat{f}(\xi) \langle \cos(\xi\delta\sqrt{L})g_1, g_2 \rangle d\xi = 0, \]

using that \( \tilde{c}\delta A < \rho(x, y) - 2\epsilon \leq \rho(B(x, \epsilon), B(y, \epsilon)). \) On the other hand, using the continuity of the kernel of \( f(\delta\sqrt{L}) \) (see Theorem 3.7 in [6])

\[ \langle f(\delta\sqrt{L})g_1, g_2 \rangle = \int_M \int_M f(\delta\sqrt{L})(u, v)g_1(u)g_2(v)d\mu(u)d\mu(v) \to f(\delta\sqrt{L})(x, y) \]

as \( \epsilon \to 0. \) This and (2.33) imply (2.32). \( \Box \)

Another important ingredient for our further development will be the following (Theorem 3.7 in [6])

**Proposition 2.9.** Let \( f \) be a bounded measurable function on \( \mathbb{R}_+ \) with supp \( f \subset [0, \tau] \) for some \( \tau \geq 1. \) Then \( f(\sqrt{L}) \) is an integral operator with kernel \( f(\sqrt{L})(x, y) \) satisfying

\[(2.34) \quad |f(\sqrt{L})(x, y)| \leq \frac{c_s\|f\|_{\infty}}{(|B(x, \tau^{-1})||B(y, \tau^{-1})|)^{1/2}}, \quad x, y \in M, \]

where \( c_s > 0 \) depends only on the constants \( c_0, c^*, \) from (1.1) – (1.3).

This proposition also follows by the properties of the heat kernel \( p_t(x, y) \) from §1.

**Remark 2.10.** As is well known the Davies-Gaffney estimate (2.27) is weaker than assuming the Gaussian bound (1.3) on the heat kernel and also estimate (2.34) is weaker than (1.3). However, it can be shown by combining results from [7] and [36] that the Davies-Gaffney estimate (2.27), estimate (2.34), and the doubling condition (1.1) imply (1.3). Therefore, deriving in the next section the main localization estimate (3.1) of the functional calculus by using the finite speed propagation property (2.31) and (2.34) instead of (1.3) we essentially do not weaken our assumptions.
3. Smooth functional calculus induced by the heat kernel

We shall make heavy use in this paper of the functional calculus developed in [6] in the setting described in the introduction. We next improve and extend some basic results from §3 in [6].

3.1. Kernel localization and Hölder continuity. We first establish an improved version of Theorem 3.4 in [6]. The main new feature is the improved control on the constants, which will be important for our subsequent developments.

Theorem 3.1. Let $f \in C^k(\mathbb{R}_+)$, $k \geq d + 1$, $\text{supp} f \subset [0, R]$ for some $R \geq 1$, and $f^{(2\nu+1)}(0) = 0$ for $\nu \geq 0$ such that $2\nu + 1 \leq k$. Then $f(\delta \sqrt{L})$, $0 < \delta \leq 1$, is an integral operator with kernel $f(\delta \sqrt{L})(x, y)$ satisfying

$$|f(\delta \sqrt{L})(x, y)| \leq c_k D_{\delta, k}(x, y) \quad \text{and}$$

$$|f(\delta \sqrt{L})(x, y) - f(\delta \sqrt{L})(x, y')| \leq c_k' \left(\frac{\rho(y, y')}{\delta}\right)^\alpha D_{\delta, k}(x, y) \quad \text{if} \quad \rho(y, y') \leq \delta.$$

Here $D_{\delta, k}(x, y)$ is from (2.5),

$$c_k = c_k(f) = R^d [(c_1 k)^k \|f\|_{L^\infty} + (c_2 R)^k \|f^{(k)}\|_{L^\infty}],$$

where $c_1, c_2 > 0$ depend only on the constants $c_0, C^*, C^*$ from (1.1) – (1.4) and $c_k = c_3 c_k R^\alpha$ with $c_3 > 0$ depending only on $c_0, C^*, C^*$ and $k$; as before $\alpha > 0$ is the constant from (1.4). Furthermore,

$$\int_M f(\delta \sqrt{L})(x, y) d\mu(y) = f(0).$$

Remark 3.2. The condition $f^{(2\nu+1)}(0) = 0$ for $\nu \geq 0$ such that $2\nu + 1 \leq k$ simply says that if $f$ is extended as an even function to $\mathbb{R}$ ($f(-\lambda) = f(\lambda)$), then $f \in C^k(\mathbb{R})$.

Proof. It suffices to prove the theorem in the case $R = 1$. Then in general it follows by rescaling.

Assume that $f$ satisfies the hypotheses of the theorem with $R = 1$ and denote again by $f$ its even extension to $\mathbb{R}$. As already observed in Remark 3.2, $f \in C^k(\mathbb{R})$. The idea of the proof is to approximate $f$ by a band limited function $f_A$ and then utilize Propositions 2.8-2.9.

Set

$$\hat{\phi} := \mathbb{1}_{[-\frac{1}{2}, \frac{1}{2}]} \ast \prod_{k+1} H_{\delta}, \quad \text{where} \quad H_{\delta} := (2\delta)^{-1} \mathbb{1}_{[-\delta, \delta]}, \quad \delta := \frac{1}{2(k+2)}.$$

Clearly, $\hat{\phi}$ is even, $\text{supp} \hat{\phi} \subset [-1, 1]$, $0 \leq \hat{\phi} \leq 1$, $\hat{\phi}(\xi) = 1$ for $\xi \in [-1/2, 1/2]$, and

$$\|\hat{\phi}^{(\nu)}\|_{L^\infty} \leq \delta^{-\nu} \leq (2(k+2))^{\nu} \leq (4k)^\nu \quad \text{for} \quad \nu = 0, 1, \ldots, k + 1.$$

The last inequality follows just as in [23, Theorem 1.3.5].

Denote $\phi(t) := (2\pi)^{-1} \int_\mathbb{R} \hat{\phi}(\xi) e^{i\xi t} d\xi$ and set $\hat{\phi}_A(t) := A \hat{\phi}(At)$, $A > 0$. Then $\hat{\phi}_A(\xi) = \hat{\phi}(\xi/A)$ and hence $\text{supp} \hat{\phi}_A \subset [-A, A]$. 

Now, consider the function $f_A := f \ast \phi_A$. Clearly, $\hat{f_A} = \hat{f} \hat{\phi_A}$, which implies $\text{supp} \hat{f_A} \subset [-A, A]$. Since $f$ and $\phi$ are even, then $f_A$ is even. Furthermore,

$$f(t) - f_A(t) = (2\pi)^{-1} \int_{\mathbb{R}} \hat{f}(\xi)(1 - \hat{\phi}(\xi/A))e^{i\xi t} d\xi = (2\pi)^{-1} A^{-k} \int_{\mathbb{R}} \xi^k \hat{f}(\xi) \hat{\phi}(\xi/A)e^{i\xi t} d\xi,$$

where $\hat{F}(\xi) = (1 - \hat{\phi}(\xi))\xi^{-k}$. Set $F_A(t) := AF(At)$ and note that $\hat{F}(\xi) = \hat{F}(\xi/A)$. Also, observe that $f^{(k)}(\xi) = (i\xi)^k \hat{f}(\xi)$. From all of the above we derive

(3.6) \[ \|f - f_A\|_\infty \leq A^{-k} \|f^{(k)}\| \|F_A\|_\infty \leq A^{-k} \|f^{(k)}\|_\infty \|F_A\|_{L^1}. \]

Clearly,

$$t^2 F(t) = \frac{i^2}{2\pi} \int_{\mathbb{R}} \left( \frac{d}{d\xi} \right)^2 \hat{F}(\xi) e^{i\xi t} d\xi \quad \text{and} \quad \left| \left( \frac{d}{d\xi} \right)^2 \hat{F}(\xi) \right| \leq c^k (1 + |\xi|)^{-k-2},$$

and hence $|F(t)| \leq c^k (1 + |t|)^{-2}$, which leads to $\|F_A\|_{L^1} = \|F\|_{L^1} \leq c^k$, where $c > 1$ is an absolute constant. From this and (3.6) we get

(3.7) \[ \|f - f_A\|_\infty \leq c^k A^{-k} \|f^{(k)}\|_\infty. \]

We next estimate $|f(t) - f_A(t)|$ for $t > 1$. For this we need an estimate on the localization of $|\phi_A(t)|$. Since $\text{supp} \hat{\phi} \subset [-1, 1]$ we have $\phi(t) = \frac{1}{2\pi} \int_{-1}^1 \hat{\phi}(\xi) e^{i\xi t} d\xi$ and integrating by parts $k + 1$ times we obtain

$$\phi(t) = \frac{(-1)^{k+1}}{2\pi i^{k+1}} \int_{-1}^1 e^{i\xi t} d\xi.$$

Therefore, using (3.5)

$$|t^{k+1} \phi(t)| \leq \|\phi^{(k+1)}\|_\infty \leq (4k)^{k+1}.$$ 

In turn, this and the obvious estimate $\|\phi\|_\infty \leq 2$ imply $|\phi(t)| \leq (c')^k (1 + |t|)^{-k-1}$, where $c' > 4$ is an absolute constant. Hence,

(3.8) \[ |\phi_A(t)| \leq c(k) A(1 + A|t|)^{-k-1}, \quad c(k) = (c')^k. \]

Using this and supp $f \subset [-1, 1]$ we obtain for $t > 1$

$$|f(t) - f_A(t)| = |f_A(t)| - |f \ast \phi_A(t)| \leq \int_{-1}^1 |f(y)||\phi_A(y-t)|dy \leq \|f\|_\infty \int_{-1}^{t+1} |\phi_A(u)|du \leq c(k) \|f\|_\infty \int_{-1}^{t+1} A(1 + Au)^{-k-1} du \leq c(k) \|f\|_\infty \int_{A(t-1)}^\infty (1 + v)^{-k-1} du \leq c(k) A^{-k} \|f\|_\infty (t-1)^{-k}.$$

This yields

(3.9) \[ |f(t) - f_A(t)| \leq (3c')^k A^{-k} \|f\|_\infty (t+1)^{-k} \quad \text{for } t \geq 2. \]

In our next step we utilize Proposition 2.9. For this we need to apply a decomposition of unity argument. Choose $\varphi_0 \in C^\infty(\mathbb{R}_+)$ so that supp $\varphi_0 \subset [0, 2]$, $0 \leq \varphi_0 \leq 1$, and $\varphi_0(\lambda) = 1$ for $\lambda \in [0, 1]$. Let $\varphi(\lambda) := \varphi_0(\lambda) - \varphi_0(2\lambda)$. Note
that \( \varphi \in C^\infty(\mathbb{R}) \) and \( \text{supp} \varphi \subset [1/2, 2] \). Set \( \varphi_j(\lambda) := \varphi(2^{-j}\lambda), \ j \geq 1 \). Then \( \sum_{j \geq 0} \varphi_j(\lambda) = 1 \) for \( \lambda \in \mathbb{R}_+ \) and hence
\[
    f(\lambda) - f_A(\lambda) = \sum_{j \geq 0} [f(\lambda) - f_A(\lambda)] \varphi_j(\lambda),
\]
which implies
\[
    f(\delta \sqrt{L}) - f_A(\delta \sqrt{L}) = \sum_{j \geq 0} [f(\delta \sqrt{L}) - f_A(\delta \sqrt{L})] \varphi_j(\delta \sqrt{L}), \ \delta > 0,
\]
where the convergence is strong (in the \( L^2 \rightarrow L^2 \) operator norm).

Let \( x, y \in M, x \neq y, \) and assume \( \rho(x, y) \geq \delta \). Choose \( A > 0 \) so that
\[
    \frac{\rho(x, y)}{2A} \leq cA < \frac{\rho(x, y)}{\delta}.
\]
Since \( \text{supp} f_A \subset [-A, A] \), by Proposition 2.8 \( f_A(\delta \sqrt{L})(x, y) = 0 \) and hence
\[
    f(\delta \sqrt{L})(x, y) = f(\delta \sqrt{L})(x, y) - f_A(\delta \sqrt{L})(x, y).
\]
Denote briefly \( F_j(\lambda) := (f(\lambda) - f_A(\lambda)) \varphi_j(\lambda) \). Then the above and (3.10) lead to
\[
    |f(\delta \sqrt{L})(x, y)| \leq \sum_{j \geq 0} |F_j(\delta \sqrt{L})(x, y)|.
\]
Note that, \( \text{supp} F_0 = \text{supp} \varphi_0 \subset [0, 2] \) and \( \text{supp} F_j = \text{supp} \varphi_j \subset [2^{j-1}, 2^j+1], \ j \geq 1 \).

For \( j = 0, 1 \) we use (3.7) to obtain \( \|F_j\|_\infty \leq c^k A^{-k} \|f^{(k)}\|_\infty \) and applying Proposition 2.9
\[
    |F_j(\delta \sqrt{L})(x, y)| \leq \frac{c_0 c^k A^{-k} \|f^{(k)}\|_\infty}{\left( |B(x, \delta/2)||B(y, \delta/2)| \right)^{1/2}} \leq \frac{c_0 c^k \|f^{(k)}\|_\infty}{\left( |B(x, \delta)||B(y, \delta)| \right)^{1/2}} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^k,
\]
where we used (3.11) and \( |B(\cdot, \delta)| \leq c_0 |B(\cdot, \delta/2)| \) by (1.1).

For \( j \geq 2 \) we use (3.9) to obtain \( \|F_j\|_\infty \leq (3c' k)^k A^{-k} \|f\|_\infty 2^{-k(j-1)} \) and applying again Proposition 2.9 we get
\[
    |F_j(\delta \sqrt{L})(x, y)| \leq \frac{c_0 (3c' k)^k \|f\|_\infty 2^{-k(j-1)}}{\left( |B(x, \delta/2-j-1)||B(y, \delta/2-j-1)| \right)^{1/2}} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^k
    \leq \frac{c_0 c_2 (3c' k)^k \|f\|_\infty 2^{-2k(j-1)} 2^d(j+1)}{\left( |B(x, \delta)||B(y, \delta)| \right)^{1/2}} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^k.
\]
Here we used again (3.11) and \( |B(\cdot, \delta)| \leq c_0 2^{d(j+1)} |B(\cdot, \delta/2-j-1)| \) by (1.2).

We sum up the above estimates taking into account that \( k \geq d + 1 \) and obtain
\[
    |f(\delta \sqrt{L})(x, y)| \leq \frac{(c_1 k)^k \|f\|_\infty + c_2^k \|f^{(k)}\|_\infty}{\left( |B(x, \delta)||B(y, \delta)| \right)^{1/2}} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^k \text{ if } \rho(x, y) \geq \delta.
\]
Whenever \( \rho(x, y) < \delta \), this estimate is immediate from Proposition 2.9 with \( c \|f\|_\infty \) in the numerator. The proof of estimate (3.1) is complete.

For the proof of (3.2) we write
\[
    f(\delta \sqrt{L})(x, y) = \int_M f(\delta \sqrt{L}) e^{\delta^2 L(x, u)} e^{-\delta^2 L(u, y)} d\mu(u)
\]
and proceed further exactly as in the proof of (3.3) in [6] using (3.1) and the Hölder continuity of the heat kernel, stipulated in (1.4). \( \Box \)
Remark 3.3. It is readily seen that Theorem 3.1 holds under the slightly weaker condition \( k > d \) rather than \( k \geq d + 1 \), but then the constants \( c_k, c_k' \) will depend also on \( k - d \).

Now, we would like to make a step forward and free the function \( f \) in the hypothesis of Theorem 3.1 from the restriction of being compactly supported.

**Theorem 3.4.** Suppose \( f \in C^k(\mathbb{R}_+) \), \( k \geq d + 1 \),

\[
|f^{(\nu)}(\lambda)| \leq C_k (1 + \lambda)^{-r} \text{ for } \lambda > 0 \text{ and } 0 \leq \nu \leq k, \text{ where } r \geq k + d + 1,
\]

and \( f^{(2\nu+1)}(0) = 0 \) for \( \nu \geq 0 \) such that \( 2\nu + 1 \leq k \). Then \( f(\delta \sqrt{L}) \) is an integral operator with kernel \( f(\delta \sqrt{L})(x, y) \) satisfying (3.1)-(3.2), where the constants \( c_k, c_k' \) are as in Theorem 3.1, but depend also linearly on \( C_k \).

**Proof.** As in the proof of Theorem 3.1, choose \( \varphi_0 \in C^\infty(\mathbb{R}_+) \) so that \( 0 \leq \varphi_0 \leq 1 \), \( \varphi_0(\lambda) = 1 \) for \( \lambda \in [0, 1] \), and supp \( \varphi_0 \subset [0, 2] \). Let \( \varphi(\lambda) := \varphi_0(\lambda) - \varphi_0(2\lambda) \) and set \( \varphi_j(\lambda) := \varphi(2^{-j}\lambda), \ j \geq 1 \). Clearly, \( \sum_{j \geq 0} \varphi_j(\lambda) = 1 \) for \( \lambda \in \mathbb{R}_+ \) and hence

\[
(3.12) \quad f(\lambda) = \sum_{j \geq 0} f(\lambda) \varphi_j(\lambda) \iff f(\delta \sqrt{L}) = \sum_{j \geq 0} f(\delta \sqrt{L}) \varphi_j(\delta \sqrt{L}), \ \delta > 0,
\]

where the convergence is strong. Set \( h_j(\lambda) := f(2^j \lambda) \varphi(\lambda), \ j \geq 0 \), and \( h_0(\lambda) := f(\lambda) \varphi_0(\lambda) \). Then \( h_j(2^{-j} \delta \sqrt{L}) = f(\delta \sqrt{L}) \varphi_j(\delta \sqrt{L}) \).

By the hypotheses of the theorem it follows that for \( j \geq 1 \)

\[
\|h_j^{(k)}\|_{L^\infty} \leq c 2^k \max_{0 \leq \ell \leq k} \|f^{(\ell)}(2^{-j} \lambda)\|_{L^\infty[1/2, 2]} \leq c 2^k 2^{-jr} \leq c 2^{-j(d+1)}
\]

and \( \|h_j\|_{L^\infty} \leq c 2^{-jr} \leq c 2^{-j(d+1)} \). We use this and Theorem 3.1 to conclude that \( f(\delta \sqrt{L}) \varphi_j(\delta \sqrt{L}) \) is an integral operator with kernel satisfying

\[
|f(\delta \sqrt{L}) \varphi_j(\delta \sqrt{L})(x, y)| = |h_j(2^{-j} \delta \sqrt{L})(x, y)| \leq c \frac{2^{-j(d+1)} (1 + \delta^{-1} 2^j \rho(x, y))^{-k}}{(\|B(x, \delta 2^{-j})\| B(y, \delta 2^{-j}))^{1/2}}
\]

\[
\leq c \frac{2^{-j(1 + \delta^{-1} 2^j \rho(x, y))^{-k}}}{(\|B(x, \delta)\| B(y, \delta))^{1/2}}.
\]

Here for the latter estimate we used (1.2). Exactly as above we derive a similar estimate when \( j = 0 \). Finally, summing up we obtain

\[
|f(\delta \sqrt{L})(x, y)| \leq c (\|B(x, \delta)\| B(y, \delta))^{-1/2} \sum_{j \geq 0} 2^{-j} (1 + \delta^{-1} 2^j \rho(x, y))^{-k} \leq c D_{\delta,k}(x, y),
\]

which proves (3.1). The proof of (3.2) goes along similar lines and will be omitted. \( \square \)

**Corollary 3.5.** Suppose \( f \in C^\infty(\mathbb{R}_+) \), \( |f^{(\nu)}(\lambda)| \leq C_{\nu, r} (1 + \lambda)^{-r} \) for all \( \nu, r \geq 0 \) and \( \lambda > 0 \), and \( f^{(2\nu+1)}(0) = 0 \) for \( \nu \geq 0 \). Then for any \( m \geq 0 \) and \( \delta > 0 \) the operator \( L^m f(\delta \sqrt{L}) \) is an integral operator with kernel \( L^m f(\delta \sqrt{L})(x, y) \) having the property that for any \( \sigma > 0 \) there exists a constant \( c_{\sigma, m} > 0 \) such that

\[
(3.13) \quad |L^m f(\delta \sqrt{L})(x, y)| \leq c_{\sigma, m} \delta^{-2m} D_{\delta, \sigma}(x, y) \quad \text{and}
\]

\[
(3.14) \quad |L^m f(\delta \sqrt{L})(x, y) - L^m f(\delta \sqrt{L})(x, y')| \leq c_{\sigma, m} \delta^{-2m} \left( \frac{\rho(y, y')}{\delta} \right)^\alpha D_{\delta, \sigma}(x, y),
\]

whenever \( \rho(y, y') \leq \delta \).
Let \( h(\lambda) := \lambda^{2m} f(\lambda) \). Then \( h(\delta \sqrt{L}) = \delta^{2m} L^m (\delta \sqrt{L}) \). It is easy to see that \( h^{(2\nu+1)}(0) = 0 \) for all \( \nu \geq 0 \). Then the corollary follows readily by Theorem 3.4 applied to \( h \).

### 3.2. Band limited sub-exponentially localized kernels

The kernels of operators of the form \( \varphi(\delta \sqrt{L}) \) with sub-exponential space localization and \( \varphi \in C^\infty_0(\mathbb{R}_+) \) will be the main building blocks in constructing our frames.

**Theorem 3.6.** For any \( 0 < \varepsilon < 1 \) there exists a cut-off function \( \varphi \) of any type, \( (a) \) or \( (b) \) or \( (c) \), such that for any \( \delta > 0 \)

\[
|\varphi(\delta \sqrt{L})(x,y)| \leq c_1 \exp \left\{ - \kappa \left( \frac{\rho(x,y)}{\delta} \right)^{1-\varepsilon} \right\}, \quad x,y \in M,
\]

and

\[
|\varphi(\delta \sqrt{L})(x,y) - \varphi(\delta \sqrt{L})(x,y')| \leq c_2 \left( \frac{\rho(x,y')}{\delta} \right)^{\alpha} \exp \left\{ - \kappa \left( \frac{\rho(x,y)}{\delta} \right)^{1-\varepsilon} \right\} \text{ if } \rho(y,y') \leq \delta,
\]

where \( c_1, \kappa > 0 \) depend only on \( \varepsilon \) and the constants \( c_0, C^*, c^* \) from (1.1) – (1.4); \( c_2 > 0 \) depends also on \( \alpha \). Furthermore, for any \( m \in \mathbb{N} \)

\[
|L^m \varphi(\delta \sqrt{L})(x,y)| \leq c_3 \delta^{-2m} \exp \left\{ - \kappa \left( \frac{\rho(x,y)}{\delta} \right)^{1-\varepsilon} \right\}, \quad x,y \in M,
\]

with \( c_3 > 0 \) depending on \( \varepsilon, c_0, C^*, c^* \), and \( m \).

**Proof.** Let \( 0 < \varepsilon < 1 \). Then by Proposition 2.6 there exists a cut-off function \( \varphi \) of any type \( ((a) \text{ or } (b) \text{ or } (c)) \) such that \( \|\varphi^{(k)}\|_\infty \leq (ck)^{k(1+\varepsilon)} \) for all \( k \in \mathbb{N} \) and \( \|\varphi\|_\infty \leq 1 \). Now, using Theorem 3.1 we obtain

\[
|\varphi(\delta \sqrt{L})(x,y)| \leq \frac{(Ck)^{k(1+\varepsilon)}}{\left( \|B(x,\delta)\| B(y,\delta) \right)^{1/2}} \left( 1 + \delta^{-1} \rho(x,y) \right)^k \quad \forall x,y \in M, \forall k \in \mathbb{N}.
\]

Here \( C > 1 \) depends only on \( \varepsilon, c_0, C^*, c^* \). From this we infer

\[
|\varphi(\delta \sqrt{L})(x,y)| \leq \frac{e^{-k}}{\left( \|B(x,\delta)\| B(y,\delta) \right)^{1/2}} \quad \text{if } \delta^{-1} \rho(x,y) \geq e(Ck)^{1+\varepsilon} =: c_* k^{1+\varepsilon}.
\]

Assume \( \delta^{-1} \rho(x,y) \geq 4c_* \) and choose \( k \in \mathbb{N} \) so that \( k \leq \left( \frac{\delta^{-1} \rho(x,y)}{c_*} \right)^{1/(1+\varepsilon)} < k + 1 \). Then from above

\[
|\varphi(\delta \sqrt{L})(x,y)| \leq \exp \left\{ - \frac{1}{2} \left( \delta^{-1} \rho(x,y) \right)^{1/(1+\varepsilon)} \right\} \leq \frac{(Ck)^{k(1+\varepsilon)}}{\left( \|B(x,\delta)\| B(y,\delta) \right)^{1/2}},
\]

provided \( \delta^{-1} \rho(x,y) \geq 4c_* \). In the case \( \delta^{-1} \rho(x,y) < 4c_* \), we get from Proposition 2.9

\[
|\varphi(\delta \sqrt{L})(x,y)| \leq \frac{e'}{\left( \|B(x,\delta)\| B(y,\delta) \right)^{1/2}} \leq c \exp \left\{ - \kappa \left( \frac{\rho(x,y)}{\delta} \right)^{1-\varepsilon} \right\}
\]

with \( c = c' \exp\{4\kappa c_*\} \). This completes the proof of (3.15).

For the proof of (3.16) we shall use the representation \( \varphi(\delta \sqrt{L}) = \varphi(\delta \sqrt{L}) e^{\delta^2 L} e^{-\delta^2 L} \).

Let \( h(\lambda) := \varphi(\lambda)e^{\lambda^2} \). Rough calculation shows that \( \| (d/d\lambda)^k e^{\lambda^2} \|_{L^\infty[-2,2]} \leq (ck)^k \).
and applying Leibniz rule \( \|h^{(k)}\|_\infty \leq (ck)^{k(1+\varepsilon)}, \forall k \in \mathbb{N} \). Now, as in the proof of (3.15)
\[
|h(\delta \sqrt{L})(x, y)| \leq c \exp \left\{ -\kappa \left( \frac{\rho(x,y)}{\delta} \right)^{1-\varepsilon} \right\}.
\]
Just as in the proof of Theorem 3.1 in [6], using this and the Hölder continuity of the heat kernel we obtain whenever \( \rho(x,y) \leq \delta \)
\[
|\varphi(\delta \sqrt{L})(x, y) - \varphi(\delta \sqrt{L})(x, y')| \leq \int_M |h(\delta \sqrt{L})(x, u)||p_{\alpha\varepsilon}(u, y) - p_{\alpha\varepsilon}(u, y')|d\mu(u)
\]
\[
\leq \frac{c(\rho(y,y')/\delta)^\alpha}{(|B(x,\delta)||B(y,\delta)|)^{1/2}} \int_M \exp \left\{ -\kappa \left( \frac{\rho(x,y)}{\delta} \right)^{1-\varepsilon} - c \left( \frac{\rho(x,y')}{\delta} \right)^2 \right\} d\mu(u)
\]
\[
\leq \frac{c(\rho(y,y')/\delta)^\alpha \exp \left\{ -\kappa \left( \frac{\rho(x,y)}{\delta} \right)^{1-\varepsilon} \right\}}{(|B(x,\delta)||B(y,\delta)|)^{1/2}}.
\]
Here for the last estimate we used inequality (3.22) below. This confirms (3.16).

To show (3.17) consider the function \( \psi(\lambda) = \lambda^{2^m}\varphi(\lambda) \). Using the fact that \( \|\varphi^{(k)}\|_\infty \leq (ck)^{k(1+\varepsilon)} \) it is easy to see that \( \|\psi^{(k)}\|_\infty \leq 2^{2^m}(2m)!(ck)^{k(1+\varepsilon)}, \forall k \in \mathbb{N} \) and \( \|\psi\|_\infty \leq 2^{2^m} \). Also, it is easy to see that \( \psi^{(2^m+1)}(0) = 0 \) for all \( \nu \geq 0 \). Then just as above it follows that \( |\varphi(\delta \sqrt{L})(x, y)| \) satisfies (3.15) with a slightly bigger constant on the right multiplied in addition by \( 2^{2m}(2m)! \). On the other hand, \( \psi(\delta \sqrt{L}) = \delta^{2^m}L^m \varphi(\delta \sqrt{L}) \) and (3.17) follows. □

**Remark 3.7.** As shown in [24], in general, estimate (3.15) is no longer valid with \( \varepsilon = 0 \) for an admissible cut-off function \( \varphi \) no matter what the selection of the constants \( c_1, \kappa > 0 \) may be.

### 3.3. The algebra of operators with sub-exponentially localized kernels.

**Definition 3.8.** We denote by \( \mathcal{L}(\beta, \kappa) \) with \( 0 < \beta < 1 \) and \( \kappa > 0 \) the set of all operators of the form \( f(\delta \sqrt{L}) \), where \( f : \mathbb{R} \to \mathbb{C} \) is such that the operator \( f(\delta \sqrt{L}) \) is an integral operator with kernel \( f(\delta \sqrt{L})(x, y) \) obeying

\[
|f(\delta \sqrt{L})(x, y)| \leq C \exp \left\{ -\kappa \left( \frac{\rho(x,y)}{\delta} \right)^{\beta} \right\} \frac{1}{(|B(x,\delta)||B(y,\delta)|)^{1/2}}, \quad x, y \in M, \ \delta > 0,
\]
for some constant \( C > 0 \). We introduce the norm \( \|f(\delta \sqrt{L})\|_* := \inf C \) on \( \mathcal{L}(\beta, \kappa) \).

We shall use the abbreviated notation

\[
E_{\delta,\kappa}(x, y) := \exp \left\{ -\kappa \left( \frac{\rho(x,y)}{\delta} \right)^{\beta} \right\} \frac{1}{(|B(x,\delta)||B(y,\delta)|)^{1/2}}.
\]

It will be critical for our development of frames to show that the class \( \mathcal{L}(\beta, \kappa) \) is an algebra:

**Theorem 3.9.** (a) If the operators \( f_1(\delta \sqrt{L}) \) and \( f_2(\delta \sqrt{L}) \) belong to \( \mathcal{L}(\beta, \kappa) \), i.e.

\[
|f_j(\delta \sqrt{L})(x, y)| \leq c_j E_{\delta,\kappa}(x, y), \quad j = 1, 2,
\]
then the operator \( f_1(\delta \sqrt{L})f_2(\delta \sqrt{L}) \) also belongs to \( \mathcal{L}(\beta, \kappa) \) and

\[
|f_1(\delta \sqrt{L})f_2(\delta \sqrt{L})(x, y)| \leq c_2 c_1 E_{\delta,\kappa}(x, y),
\]
for some constant \( c_2 > 1 \) depending only on \( \beta, \kappa, c_0 \).

(b) There exists a constant \( \varepsilon > 0 \) depending only on \( \beta, \kappa, d \) such that if the operator \( f(\delta \sqrt{L}) \) is in \( \mathcal{L}(\beta, \kappa) \) and \( \| f(\delta \sqrt{L}) \|_* < \varepsilon \), then \( \text{Id} - f(\delta \sqrt{L}) \) is invertible and \( [\text{Id} - f(\delta \sqrt{L})]^{-1} - \text{Id} \) belongs to \( \mathcal{L}(\beta, \kappa) \).

**Proof.** Clearly, to prove Part (a) of the theorem it suffices to show that there exists a constant \( c_0 > 0 \), depending only on \( \beta, \kappa, c_0 \), such that

\[
\int_M |B(u, \delta)|^{-1} \exp \left\{ -\kappa \left( \frac{\rho(x, u)}{\delta} \right)^\beta - \kappa \left( \frac{\rho(x, u)}{\delta} \right)^\beta \right\} d\mu(u) 
\leq c_0 \exp \left\{ -\kappa \left( \frac{\rho(x, u)}{\delta} \right)^\beta \right\}.
\]

(3.22)

The proof of this relies on the following inequality: For any \( x, y, u \in M \)

\[
(2 - 2^\beta) \rho(x, u) \beta \geq \rho(x, y) \beta + (2 - 2^\beta) \rho(x, u) \beta \quad \text{if} \quad \rho(x, u) \leq \rho(y, u).
\]

(3.23)

To prove this inequality, suppose \( \rho(x, u) \leq \rho(y, u) \) and let \( \rho(y, u) = t \rho(x, u), \ t \geq 1 \).

Then using that \( 0 < \beta < 1 \)

\[
\rho(x, u)^\beta + \rho(y, u)^\beta = (1 + t^\beta) \rho(x, u)^\beta
\]

\[
\geq [(1 + t) \rho(x, u)]^\beta + [1 + t^\beta - (1 + t)\beta] \rho(x, u)^\beta
\]

\[
\geq \rho(x, u) + \rho(y, u)]^\beta + \min_{\beta \geq 1}[1 + t^\beta - (1 + t)\beta] \rho(x, u)^\beta
\]

\[
\geq \rho(x, y)^\beta + (2 - 2^\beta) \rho(x, u)^\beta,
\]

which confirms (3.23).

Let \( x, y \in M, x \neq y \). We split \( M \) into two: \( M' := \{ u \in M : \rho(x, u) \leq \rho(y, u) \} \) and \( M'' := M \setminus M' \). Denote \( I' := \int_{M'}, \cdots \) and \( I'' := \int_{M''}, \cdots \). To estimate \( I' \) we use inequality (3.23) and obtain

\[
I' \leq \exp \left\{ -\kappa \left( \frac{\rho(x, y)}{\delta} \right)^\beta \right\} \int_M |B(u, \delta)|^{-1} \exp \left\{ -\kappa (2 - 2^\beta) \left( \frac{\rho(x, u)}{\delta} \right)^\beta \right\} d\mu(u)
\]

\[
\leq c \exp \left\{ -\kappa \left( \frac{\rho(x, y)}{\delta} \right)^\beta \right\} \int_M \rho(x, u)^{2\delta - 1} d\mu(u)
\]

\[
\leq c \exp \left\{ -\kappa \left( \frac{\rho(x, y)}{\delta} \right)^\beta \right\},
\]

where \( c > 0 \) is a constant depending on \( \beta, \kappa, c_0 \). Because of the symmetry the same estimate holds for \( I'' \) and the proof of (a) is complete.

Part (b) follows immediately from (a).

We shall also need a discrete version of inequality (3.22):

**Lemma 3.10.** Suppose \( \mathcal{X} \) is a maximal \( \delta \)-net on \( M \) and \( \{A_\xi\}_{\xi \in \mathcal{X}} \) is a companion disjoint partition of \( M \) as in \( \S 2.2 \). Let \( \delta_* \geq \delta \). Then

\[
\sum_{\xi \in \mathcal{X}} \frac{|A_\xi|}{|B(\xi, \delta_*)|} \exp \left\{ -\kappa \left( \frac{\rho(x, \xi)}{\delta_*} \right)^\beta - \kappa \left( \frac{\rho(y, \xi)}{\delta_*} \right)^\beta \right\} \leq c_* \exp \left\{ -\kappa \left( \frac{\rho(x, y)}{\delta_*} \right)^\beta \right\},
\]

where \( c_* > 1 \) depends only on \( \beta, \kappa, c_0 \).

**Proof.** We proceed similarly as above. Let \( x, y \in M, x \neq y \). We split \( \mathcal{X} \) into two sets: \( \mathcal{X}' := \{\xi \in \mathcal{X} : \rho(x, \xi) \leq \rho(y, \xi)\} \) and \( \mathcal{X}'' := \mathcal{X} \setminus \mathcal{X}' \). Set \( \Sigma' := \sum_{\xi \in \mathcal{X}'} \cdots \) and
\( \Sigma'' := \sum_{\xi \in \mathcal{X}} \cdots \). Now, using inequality (3.23) we get

\[
\Sigma' \leq \exp \left\{ -\kappa \left( \frac{\rho(x, y)}{\delta_*} \right)^{\beta} \right\} \sum_{\xi \in \mathcal{X}} \frac{|A_\xi|}{|B(\xi, \delta_*)|} \exp \left\{ -\kappa(2 - 2^\beta) \left( \frac{\rho(x, \xi)}{\delta_*} \right)^{\beta} \right\}
\]

\[
\leq c \exp \left\{ -\kappa \left( \frac{\rho(x, y)}{\delta_*} \right)^{\beta} \right\} \sum_{\xi \in \mathcal{X}} \frac{|A_\xi|}{|B(\xi, \delta_*)|} (1 + \delta_*^{-1} \rho(x, \xi))^{-2d-1}
\]

\[
\leq c \exp \left\{ -\kappa \left( \frac{\rho(x, y)}{\delta_*} \right)^{\beta} \right\},
\]

where in the last inequality we used estimate (2.17). By the same token, the same estimate holds for \( \Sigma'' \). \( \square \)

### 3.4. Spectral spaces.

As elsewhere we adhere to the setting described in the introduction. We let \( E_\lambda, \lambda \geq 0 \), be the spectral resolution associated with the self-adjoint positive operator \( L \) on \( L^2 := L^2(M, d\mu) \). Further, we let \( F_\lambda, \lambda \geq 0 \), denote the spectral resolution associated with \( \sqrt{L} \), i.e. \( F_\lambda = E_{\lambda^2} \). As in §3.1 we are interested in operators of the form \( f(\sqrt{L}) \). Then \( f(\sqrt{L}) = \int_0^\infty f(\lambda) \lambda dF_\lambda \) and the spectral projectors are defined by \( E_\lambda = \mathbb{1}_{[0, \lambda]}(L) := \int_0^\infty \mathbb{1}_{[0, \lambda]}(\lambda) dE_\lambda \) and

\[
F_\lambda = \mathbb{1}_{[0, \lambda]}(\sqrt{L}) := \int_0^\infty \mathbb{1}_{[0, \lambda]}(\lambda) d\lambda = \int_0^\infty \mathbb{1}_{[0, \lambda]}(\sqrt{u}) dE_u.
\]

Recall the definition of the spectral spaces \( \Sigma^p_\lambda, 1 \leq p \leq \infty \), from [6]:

\[
\Sigma^p_\lambda := \{ f \in L^p : \theta(\sqrt{L}) f = f \text{ for all } \theta \in C_0^\infty(\mathbb{R}_+), \theta \equiv 1 \text{ on } [0, \lambda] \}
\]

and for any compact \( K \subset [0, \infty) \)

\[
\Sigma^p_K := \{ f \in L^p : \theta(\sqrt{L}) f = f \text{ for all } \theta \in C_0^\infty(\mathbb{R}_+), \theta \equiv 1 \text{ on } K \}.
\]

We now extend this definition: Given a space \( Y \) of measurable functions on \( M \)

\[
\Sigma_\lambda = \Sigma_\lambda(Y) := \{ f \in Y : \theta(\sqrt{L}) f = f \text{ for all } \theta \in C_0^\infty(\mathbb{R}_+), \theta \equiv 1 \text{ on } [0, \lambda] \}.
\]

The space \( Y \) usually will be obvious from the context and will not be mentioned explicitly.

We next relate different weighted \( L^p \)-norms of spectral functions.

### Proposition 3.11.

Let \( 0 < p \leq q \leq \infty \) and \( \gamma \in \mathbb{R} \). Then there exists a constant \( c > 0 \) such that

\[
||B(\cdot, \lambda^{-1})^{\gamma} g(\cdot)||_q \leq c ||B(\cdot, \lambda^{-1})^{\gamma+1/q-1/p} g(\cdot)||_p \quad \text{for } \ g \in \Sigma_\lambda, \ \lambda \geq 1.
\]

Therefore, assuming in addition the non-collapsing condition (1.7) we have \( \Sigma^p_\lambda \subset \Sigma^{q}_\lambda \) and

\[
||g||_q \leq c \lambda^{d(1/p-1/q)} ||g||_p, \quad \text{for } \ g \in \Sigma^p_\lambda, \ \lambda \geq 1.
\]

### Proof.

Let \( g \in \Sigma_\lambda, \ \lambda \geq 1 \), and set \( \delta := \lambda^{-1} \). Let \( \theta \in C_0^\infty(\mathbb{R}_+) \) be so that \( \theta \equiv 1 \) on \([0, 1]\). Denote briefly \( H(x, y) := \theta(\delta \sqrt{L}) (x, y) \) the kernel of the operator \( \theta(\delta \sqrt{L}) \).

By Theorem 3.1 it obeys

\[
|H(x, y)| \leq c_\sigma D_{\delta, \sigma} B(x, \delta) \leq c_\sigma |B(x, \delta)|^{-1} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^{-\sigma} \quad \forall \sigma > 0.
\]

\[
|H(x, y)| \leq c_\sigma D_{\delta, \sigma} B(x, \delta) \leq c_\sigma |B(x, \delta)|^{-1} \left( 1 + \frac{\rho(x, y)}{\delta} \right)^{-\sigma} \quad \forall \sigma > 0.
\]
Suppose $1 < p < \infty$. Clearly, $g(x) = \theta(\delta\sqrt{L})g(x) = \int_M H(x, y)g(y)d\mu(y)$ and using (3.28) with $\sigma \geq dp(|\gamma|+1/p)+d+1$ (here $1/p+1/p' = 1$), Hölder’s inequality, and (2.1) we obtain

$$|g(x)| \leq c\|B(\cdot, \delta)^{\gamma-1/p}g(\cdot)\|_p \left( \int_M \left( |H(x, y)|B(y, \delta)^{-\gamma+1/p} \right)^{p'} d\mu(y) \right)^{1/p'}$$

$$\leq c\|B(\cdot, \delta)^{\gamma-1/p}g(\cdot)\|_p \left( \int_M \frac{|B(x, \delta)|^{(-\gamma+1/p-1)p'} \left( 1 + \frac{p(x, y)}{\delta} \right)^{p'}}{\rho(x, y)} d\mu(y) \right)^{1/p'}$$

$$\leq c\|B(\cdot, \delta)^{\gamma-1/p}g(\cdot)\|_p \|B(\cdot, \delta)^{-\gamma}\|.$$ 

Here $s := \sigma - dp(|\gamma|+1/p) \geq d+1$ and for the latter inequality we used (2.9). Therefore,

$$\|B(\cdot, \delta)^{\gamma}g(\cdot)\|_\infty \leq c\|B(\cdot, \delta)^{\gamma-1/p}g(\cdot)\|_p, \quad 1 < p \leq \infty.$$ 

Thus (3.26) holds in the case $q = \infty$.

Let now $0 < p \leq 1$. Then we use estimate (3.29) with $p = 2$ to obtain

$$\|B(\cdot, \delta)^{\gamma}g(\cdot)\|_\infty \leq c\|B(\cdot, \delta)^{\gamma-1/2}g(\cdot)\|_2$$

$$= c\left( \int_M \left( \|B(x, \delta)^{\gamma}g(x)\|^{2-p} \|B(x, \delta)^{\gamma-1/p}g(x)\|^p \right) d\mu(x) \right)^{1/2}$$

$$\leq c\|B(\cdot, \delta)^{\gamma}g(\cdot)\|^p \|B(\cdot, \delta)^{\gamma-1/p}g(\cdot)\|^{p/2},$$

which yields the validity of (3.29) for $0 < p \leq \infty$.

Finally, we derive (3.26) in the case $0 < p < q < \infty$ from (3.29) (with $\gamma$ replaced by $\gamma + 1/q$) as follows

$$\|B(\cdot, \delta)^{\gamma}g(\cdot)\|_q = \left( \int_M \left( \|B(x, \delta)^{\gamma+\frac{1}{q}}g(x)\|^{q-p} \|B(x, \delta)^{\gamma+\frac{1}{q} - \frac{1}{q}}g(x)\|^p \right) d\mu(x) \right)^{1/q}$$

$$\leq c\|B(\cdot, \delta)^{\gamma+\frac{1}{q}}g(\cdot)\|^{1 - \frac{q}{p}} \left( \int_M \|B(x, \delta)^{\gamma+\frac{1}{q} - \frac{1}{q}}g(x)\|^p d\mu(x) \right)^{\frac{1}{p}}$$

$$\leq c\|B(\cdot, \delta)^{\gamma+\frac{1}{q} - \frac{1}{p}}g(\cdot)\|_p.$$ 

The proof of (3.26) is complete.

The non-collapsing condition (1.7) yields (2.3), which along with (3.26) leads to (3.27). □

3.5 Kernel norms. Bounds on the $L^p$-norms of the kernels of operators of the form $\theta(\delta\sqrt{L})$ are developed in §3.3 in [6] and play an important role in the development of approximations. We present them next in the form we need them.

**Theorem 3.12.** [6] Assume that the reverse doubling condition (1.6) is valid, and let $\theta \in C^\infty(\mathbb{R}_+)$, $\theta \geq 0$, supp $\theta \subset [0, R]$ for some $R > 1$, and $\theta^{(2\nu+1)}(0) = 0$, $\nu = 0, 1, \ldots$. Suppose that either

(i) $\theta(u) \geq 1$ for $u \in [0, 1]$,

(ii) $\theta(u) \geq 1$ for $u \in [1, b]$, where $b > 1$ is a sufficiently large constant.

Then for $0 < p \leq \infty$, $0 < \delta \leq \min\{1, \frac{\text{diam} M}{3}\}$, and $x \in M$ we have

$$c_1|B(x, \delta)|^{1/p-1} \leq \|\theta(\delta\sqrt{L})(x, .)\|_p \leq c_2|B(x, \delta)|^{1/p-1},$$

where $c_1, c_2 > 0$ are independent of $x, \delta$.

The constant $b > 1$ that appears in the above theorem will play a distinctive role in what follows.
4. Construction of frames

Our goal here is to construct a pair of dual frames whose elements are band limited and have sub-exponential space localization. This is a major step forward compared with the frames from [6], where the elements of the second (dual) frame have limited space localization. We shall utilize the main idea of the construction in [6] and also adopt most of the notation from [6].

We shall first provide the main ingredients for this construction and then describe the two main steps of our scheme: (i) Construction of Frame # 1, and (ii) Construction of a nonstandard dual Frame # 2.

4.1. Sampling theorem and cubature formula. The main vehicle in constructing frames is a sampling theorem for $\Sigma^2_1$ and a cubature formula for $\Sigma^1_1$. Their realization relies on the nearly exponential localization of operator kernels induced by smooth cut-off functions $\varphi$ (Theorem 3.1): If $\varphi \in C^\infty_0(\mathbb{R}^+)$, $\text{supp} \varphi \subset [0, b]$, $b > 1$, $0 \leq \varphi \leq 1$, and $\varphi = 1$ on $[0, 1]$, then there exists a constant $\alpha > 0$ such that for any $\delta > 0$ and $x, y, x' \in M$

\begin{align}
\tag{4.1}
|\varphi(\delta \sqrt{L})(x, y)| \leq K(\sigma)D_{\delta, \sigma}(x, y) \quad \text{and}
\end{align}

\begin{align}
\tag{4.2}
|\varphi(\delta \sqrt{L})(x, y) - \varphi(\delta \sqrt{L})(x', y)| \leq K(\sigma)\left(\frac{\rho(x, x')}{\delta}\right)\alpha D_{\delta, \sigma}(x, y), \quad \rho(x, x') \leq \delta.
\end{align}

Here $K(\sigma) > 1$ is a constant depending on $\varphi$, $\sigma$ and the other parameters, but independent of $x, y, x'$ and $\delta$.

The above allows to establish a Marcinkiewicz-Zygmund inequality for $\Sigma^1_\lambda$ [6, Proposition 4.1]: Given $\lambda \geq 1$, let $X_\delta$ be a maximal $\delta$–net on $M$ with $\delta := \gamma \lambda^{-1}$, where $0 < \gamma < 1$, and suppose $\{A_\xi\}_{\xi \in X_\delta}$ is a companion disjoint partition of $M$ as described in §2.2. Then for any $f \in \Sigma^1_\lambda$, $1 \leq p < \infty$,

\begin{align}
\frac{1}{\lambda} \sum_{\xi \in X_\delta} \int_{A_\xi} |f(x) - f(\xi)|^p dx \leq |K(\sigma_*)\gamma^\alpha c^\alpha|^p ||f||_p^p,
\end{align}

and a similar estimate holds when $p = \infty$. Here $K(\sigma_*)$ is the constant from (4.1) – (4.2) with $\sigma_* := 2d + 1$ and $c^\alpha > 1$ depends only on $c_0, C^*, c^*$ from (1.1) – (1.4).

The needed sampling theorem takes the form [6, Theorem 4.2]: Given a constant $0 < \varepsilon < 1$, let $0 < \gamma < 1$ be so that $K(\sigma_*)\gamma^\alpha c^\alpha \leq \varepsilon/3$. Suppose $X_\delta$ is a maximal $\delta$–net on $M$ and $\{A_\xi\}_{\xi \in X_\delta}$ is a companion disjoint partition of $M$ with $\delta := \gamma \lambda^{-1}$. Then for any $f \in \Sigma^1_\lambda$

\begin{align}
\tag{4.4}
(1 - \varepsilon)||f||_2^2 \leq \sum_{\xi \in X_\delta} |A_\xi||f(\xi)|^2 \leq (1 + \varepsilon)||f||_2^2.
\end{align}

The Marcinkiewicz-Zygmund inequality (4.3) is also used for the construction of a cubature formula [6, Theorem 4.4]: Let $0 < \gamma < 1$ be selected so that $K(\sigma_*)\gamma^\alpha c^\alpha = \frac{1}{3}$. Given $\lambda \geq 1$, suppose $X_\delta$ is a maximal $\delta$-net on $M$ with $\delta := \gamma \lambda^{-1}$. Then there exist positive constants (weights) $\{w_\lambda^\xi\}_{\xi \in X_\delta}$ such that

\begin{align}
\tag{4.5}
\int_M f(x)d\mu(x) = \sum_{\xi \in X_\delta} w_\lambda^\xi f(\xi) \quad \forall f \in \Sigma^1_\lambda,
\end{align}

and $(2/3)|B(\xi, \delta/2)| \leq w_\lambda^\xi \leq 2|B(\xi, \delta)|$, $\xi \in X_\delta$. 

4.2. Construction of Frame \# 1. We begin with the construction of a well-localized frame based on the kernels of spectral operators considered in §3.2.

We use Theorem 3.6 to construct a cut-off function \( \Phi \) with the following properties: \( \Phi \in C^\infty(\mathbb{R}_+) \), \( \Phi(u) = 1 \) for \( u \in [0, 1] \), \( 0 \leq \Phi \leq 1 \), and \( \text{supp} \Phi \subset [0, b] \), where \( b > 1 \) is the constant from Theorem 3.12.

Set \( \Psi(u) := \Phi(u) - \Phi(bu) \). Clearly, \( 0 \leq \Psi \leq 1 \) and \( \text{supp} \Psi \subset [b^{-1}, b] \). We also assume that \( \Phi \) is selected so that \( \Psi(u) \geq c > 0 \) for \( u \in [b^{-3/4}, b^{3/4}] \).

From Theorem 3.6 it follows that \( \Phi(\sqrt{L}) \) and \( \Psi(\sqrt{L}) \) are integral operators whose kernels \( \Phi(\sqrt{L})(x, y) \) and \( \Psi(\sqrt{L})(x, y) \) have sub-exponential localization, namely,

\[
|\Phi(\sqrt{L})(x, y)|, |\Psi(\sqrt{L})(x, y)| \leq c_0 E_{\delta, \kappa}(x, y), \quad x, y \in M,
\]

with

\[
E_{\delta, \kappa}(x, y) := \exp\left\{ -\kappa \left( \frac{d(x, y)}{\delta} \right)^\beta \right\} \frac{\rho(x, \delta)}{\rho(y, \delta)}^{1/2}.
\]

Here \( 0 < \beta < 1 \) is an arbitrary constant (as close to \( 1 \) as we wish), and \( \kappa > 0 \) and \( c_0 > 1 \) are constants depending only on \( \beta, b \) and the constants \( c_0, C^*, c^* \) from (1.1) – (1.4). Also, \( \Phi(\sqrt{L})(x, y) \) and \( \Psi(\sqrt{L})(x, y) \) are Hölder continuous, namely,

\[
|\Phi(\sqrt{L})(x, y) - \Phi(\sqrt{L})(x, y')| \leq c(\delta^{-1} \rho(y, y'))^\alpha E_{\delta, \kappa}(x, y) \quad \text{if} \quad \rho(y, y') \leq \delta,
\]

and the same holds for \( \Psi(\sqrt{L})(x, y) \). Furthermore, for any \( m \geq 1 \)

\[
|L^m \Phi(\sqrt{L})(x, y)|, |L^m \Psi(\sqrt{L})(x, y)| \leq c_m \delta^{-2m} E_{\delta, \kappa}(x, y), \quad x, y \in M.
\]

We shall regard \( \beta \) and \( \kappa \) as parameters of our frames and they will be fixed from now on.

Set

\[
\Psi_0(u) := \Phi(u) \quad \text{and} \quad \Psi_j(u) := \Psi(b^{-j}u), \quad j \geq 1.
\]

Clearly, \( \Psi_j \in C^\infty(\mathbb{R}_+) \), \( 0 \leq \Psi_j \leq 1 \), \( \text{supp} \Psi_0 \subset [0, b] \), \( \text{supp} \Psi_j \subset [b^{j-1}, b^{j+1}] \), \( j \geq 1 \), and \( \sum_{j \geq 0} \Psi_j(u) = 1 \) for \( u \in \mathbb{R}_+ \). By Corollary 3.9 in [6] (see also Proposition 5.5 below) we have the following Littlewood-Paley decomposition

\[
f = \sum_{j \geq 0} \Psi_j(\sqrt{L})f \quad \text{for} \quad f \in L^p, \ 1 \leq p \leq \infty. \quad (L^\infty := \text{UCB})
\]

From above it follows that

\[
\frac{1}{2} \leq \sum_{j \geq 0} \Psi_j^2(u) \leq 1, \quad u \in \mathbb{R}_+.
\]

As \( ||\Psi_j(\sqrt{L})f||_2^2 = \langle \Psi_j(\sqrt{L})f, \Psi_j(\sqrt{L})f \rangle = \langle \Psi_j^2(\sqrt{L})f, f \rangle \), we obtain

\[
\sum_{j \geq 0} ||\Psi_j(\sqrt{L})f||_2^2 = \int_0^\infty \sum_{j \geq 0} \Psi_j^2(u)d\langle Fuf, f \rangle,
\]

and using (14.12) we get

\[
\frac{1}{2} ||f||_2^2 \leq \sum_{j \geq 0} ||\Psi_j(\sqrt{L})f||_2^2 \leq ||f||_2^2, \quad f \in L^2.
\]

At this point we introduce a constant \( 0 < \varepsilon < 1 \) by

\[
\varepsilon := (8c_0^2 c^2_\delta)^{-1},
\]
where the constant \( c_9 > 1 \) is from Lemma 3.10, \( c_8 > 1 \) is from Theorem 3.9, and \( c_9 > 1 \) is from (4.6). Pick \( 0 < \gamma < 1 \) so that

\[
K(\sigma_*) \gamma^6 e^6 = \varepsilon/3,
\]

where \( K(\sigma_*) \) is the constant from (4.1)-(4.2) with \( \sigma_* := 2d + 1 \) and \( e^6 > 1 \) is from (4.3).

For any \( j \geq 0 \) let \( \mathcal{X}_j \subset M \) be a maximal \( \delta_j \)-net on \( M \) with \( \delta_j := \gamma b^{-j-2} \) and suppose \( \{A^j_k\}_{k \in \mathcal{X}_j} \) is a companion disjoint partition of \( M \) consisting of measurable sets such that \( B(\xi, \delta_j/2) \subset A^j_k \subset B(\xi, \delta_j), \xi \in \mathcal{X}_j \), as in \( \S 2.2 \). By the sampling theorem (\S 4.1) and the definition of \( \Psi_j \) it follows that

\[
(1 - \varepsilon)\|f\|_2^2 \leq \sum_{\xi \in \mathcal{X}_j} |A^j_k| |f(\xi)|^2 \leq (1 + \varepsilon)\|f\|_2^2 \quad \text{for } f \in \Sigma^2_{b_j+2}.
\]

From the definition of \( \Psi_j \) we have \( \Psi_j(\sqrt{L}) f \in \Sigma^2_{b_j+1} \) for \( f \in L^2 \), and hence (4.13) and (4.16) yield

\[
\frac{1}{4} \|f\|_2^2 \leq \sum_{j \geq 0} \sum_{\xi \in \mathcal{X}_j} |A^j_k| |\Psi_j(\sqrt{L}) f(\xi)|^2 \leq 2\|f\|_2^2, \quad f \in L^2.
\]

Observe that

\[
\Psi_j(\sqrt{L}) f(\xi) = \int_M f(u) \Psi_j(\sqrt{L})(\xi, u) d\mu(u)
\]

\[
= \int_M f(u) \overline{\Psi_j(\sqrt{L})(u, \xi)} d\mu(u) = \langle f, \psi_j(\sqrt{L})(., \xi) \rangle.
\]

We define the system \( \{\psi_\xi\} \) by

\[
\psi_\xi(x) := |A^j_k|^{1/2} \Psi_j(\sqrt{L})(x, \xi), \quad \xi \in \mathcal{X}_j, j \geq 0.
\]

Write \( \mathcal{X} := \cup_{j \geq 0} \mathcal{X}_j \), where equal points from different sets \( \mathcal{X}_j \) will be regarded as distinct elements of \( \mathcal{X} \), so \( \mathcal{X} \) can be used as an index set. From the above observation and (4.17) it follows that \( \{\psi_\xi\}_{\xi \in \mathcal{X}} \) is a frame for \( L^2 \).

We next record the main properties of this system.

**Proposition 4.1.** (a) Localization: For any \( 0 < \hat{\kappa} < \kappa \) there exist a constant \( \hat{c} > 0 \) such that for any \( \xi \in \mathcal{X}_j, j \geq 0 \),

\[
|\psi_\xi(x)| \leq \hat{c}|B(\xi, b^{-j})|^{-1/2} \exp \left\{ -\hat{\kappa}(b\rho(x, \xi))^\alpha \right\}
\]

and for any \( m \geq 1 \)

\[
|L^m \psi_\xi(x)| \leq c_m |B(\xi, b^{-j})|^{-1/2} b^{2jm} \exp \left\{ -\hat{\kappa}(b\rho(x, \xi))^\alpha \right\}.
\]

Also, if \( \rho(x, y) \leq b^{-j} \)

\[
|\psi_\xi(x) - \psi_\xi(y)| \leq \hat{c}|B(\xi, b^{-j})|^{-1/2} (b\rho(x, y))^\alpha \exp \left\{ -\hat{\kappa}(b\rho(x, \xi))^\alpha \right\}, \quad \alpha > 0.
\]

(b) Norms: If in addition the reverse doubling condition (1.6) is valid, then

\[
\|\psi_\xi\|_p \sim \|B(\xi, b^{-j})\|^{\frac{1}{p} - \frac{1}{2}}, \quad 0 < p \leq \infty.
\]

(c) Spectral localization: \( \psi_\xi \in \Sigma^p_0 \) if \( \xi \in \mathcal{X}_0 \) and \( \psi_\xi \in \Sigma^p_{[b^{-1}, b^{j+1}]} \) if \( \xi \in \mathcal{X}_j, j \geq 1, 0 < p \leq \infty \).
(d) The system \{ψξ\} is a frame for \(L^2\), namely,
\[
4^{-1}||f||_2^2 \leq \sum_{j \geq 0} \sum_{\xi \in X_j} |\langle f, \psi_\xi \rangle|^2 \leq 2||f||_2^2, \quad \forall f \in L^2.
\]

**Proof.** From (4.6) and the inequality \(|B(x, b^{-j})| \leq c_0(1 + b^j \rho(\xi, x))d|B(\xi, b^{-j})|\), see (2.1), we derive for \(\xi \in X_j\)
\[
|\psi_\xi(x)| \leq c |B(x, b^{-j})|^{-1/2} \exp \{-\kappa(b^j \rho(x, y))^\beta\}
\leq \tilde{c} |B(\xi, b^{-j})|^{-1/2} \exp \{-\hat{\kappa}(b^j \rho(x, y))^\beta\},
\]
which confirms (4.19). Estimate (4.20) follows in the same way from (4.9) and (4.21) follows from (4.8); (4.22) follows by Theorem 3.12. The spectral localization is obvious by the definition. Estimates (4.23) follow by (4.17). \(\square\)

### 4.3. Construction of Frame \# 2

Here the cardinal problem is to construct a dual frame to \(\{\psi_\xi\}\) with similar space and spectral localization.

The first step in this construction is to introduce two new cut-off functions by dilating \(\Psi_0\) and \(\Psi_1\) from §4.2:
\[
(4.24) \quad \Gamma_0(u) := \Phi(b^{-1} u) \quad \text{and} \quad \Gamma_1(u) := \Phi(b^{-2} u) - \Phi(b u) = \Gamma_0(b^{-1} u) - \Gamma_0(b^2 u).
\]
Clearly, \(\text{supp} \Gamma_0 \subset [0, b^2]\), \(\text{supp} \Gamma_0(u) = 1\) for \(u \in [0, b]\), \(\text{supp} \Gamma_1 \subset [b^{-1}, b^3]\), \(\Gamma_1(u) = 1\) for \(u \in [1, b^7]\), 0 \(\leq \Gamma_0, \Gamma_1 \leq 1\), and
\[
(4.25) \quad \Gamma_0(u) \Psi_0(u) = \Psi_0(u), \quad \Gamma_1(u) \Psi_1(u) = \Psi_1(u).
\]

We shall also need the cut-off function \(\Theta(u) := \Phi(b^{-3} u)\). Note that \(\text{supp} \Theta \subset [0, b^2]\), \(\Theta(u) = 1\) for \(u \in [0, b^2]\), and \(\Theta \geq 0\). Hence, \(\Theta(u) \Gamma_j(u) = \Gamma_j(u)\), \(j = 0, 1\).

The kernels of the operators \(\Gamma_0(\delta \sqrt{T})\), \(\Gamma_1(\delta \sqrt{T})\), and \(\Theta(\delta \sqrt{T})\) inherit the localization and Hölder continuity of \(\Phi(\delta \sqrt{T})(x, y)\), see (4.6) and (4.8)-(4.9). More precisely, if \(f = \Gamma_0\) or \(f = \Gamma_1\) or \(f = \Theta\), then
\[
(4.26) \quad |f(\delta \sqrt{T})(x, y)| \leq c \varepsilon \mathcal{E}_{\delta, \varepsilon}(x, y),
\]
\[
(4.27) \quad |f(\delta \sqrt{T})(x, y) - f(\delta \sqrt{T})(x, y')| \leq c (\delta^{-1} \rho(y, y'))^\alpha \mathcal{E}_{\delta, \varepsilon}(x, y) \quad \text{if} \quad \rho(y, y') \leq \delta,
\]
and for any \(m \in \mathbb{N}\)
\[
(4.28) \quad |L^m f(\delta \sqrt{T})(x, y)| \leq c_m \varepsilon^{-2m} \mathcal{E}_{\delta, \varepsilon}(x, y).
\]

The next lemma will be the main tool in constructing Frame \# 2.

**Lemma 4.2.** Given \(\lambda \geq 1\), let \(\mathcal{X}_\delta\) be a maximal \(\delta\)-net on \(M\) with \(\delta := \gamma \lambda^{-1} b^{-3}\) and suppose \(\{A_\xi\}_{\xi \in \mathcal{X}_\delta}\) is a companion disjoint partition of \(M\) consisting of measurable sets such that \(B(\xi, \delta/2) \subset A_\xi \subset B(\xi, \delta), \xi \in \mathcal{X}_\delta\) (\$2.2\). Set \(\omega_\xi := \frac{1}{|A_\xi|} |A_\xi| \sim |B(\xi, \delta)|\). Let \(\Gamma = \Gamma_0\) or \(\Gamma = \Gamma_1\). Then there exists an operator \(T_\lambda : L^2 \to L^2\) of the form \(T_\lambda = \text{Id} + S_\lambda\) such that
\[
(a) \quad ||f||_2 \leq ||T_\lambda f||_2 \leq \frac{1}{1 - 2\varepsilon} ||f||_2, \quad \forall f \in L^2.
\]
\[
(b) \quad S_\lambda \text{ is an integral operator with kernel } S_\lambda(x, y) \text{ verifying}
\]
\[
(4.29) \quad |S_\lambda(x, y)| \leq c \mathcal{E}_{\lambda^{-1}, \varepsilon/2}(x, y), \quad x, y \in M.
\]
\[
(c) \quad S_\lambda(L^2) \subset \Sigma_{\lambda b^2}^0 \text{ if } \Gamma = \Gamma_0 \text{ and } S_\lambda(L^2) \subset \Sigma_{(\lambda b^{-1}, \lambda b^3)}^2 \text{ if } \Gamma = \Gamma_1.
\]
(d) For any $f \in L^2$ such that $\Gamma(\lambda^{-1}\sqrt{L})f = f$ we have
\begin{equation}
    f(x) = \sum_{\xi \in \mathcal{X}} \omega_\xi f(\xi) T_\lambda(\Gamma_\lambda(\cdot, \xi))(x), \quad x \in \mathcal{M},
\end{equation}
where $\Gamma_\lambda(\cdot, \cdot)$ is the kernel of the operator $\Gamma_\lambda := \Gamma(\lambda^{-1}\sqrt{L})$.

**Proof.** By the sampling theorem in §4.1 we have
\begin{equation}
    (1 - \varepsilon)\|f\|_2^2 \leq \sum_{\xi \in \mathcal{X}} |A_\xi||f(\xi)|^2 \leq (1 + \varepsilon)\|f\|_2^2 \quad \text{for } f \in \Sigma^2_{ab3},
\end{equation}
and with $\omega_\xi := \frac{1}{1 + \varepsilon}|A_\xi|$ we obtain
\begin{equation}
    (1 - 2\varepsilon)\|f\|_2^2 \leq \sum_{\xi \in \mathcal{X}} \omega_\xi |f(\xi)|^2 \leq \|f\|_2^2 \quad \text{for } f \in \Sigma^2_{ab3}.
\end{equation}
Write briefly $\Theta_\lambda := \Theta(\lambda^{-1}\sqrt{L})$ and let $\Theta_\lambda(\cdot, \cdot)$ be the kernel of this operator. Consider now the positive self-adjoint operator $U_\lambda$ with kernel
\begin{equation}
    U_\lambda(x, y) = \sum_{\xi \in \mathcal{X}} \omega_\xi \Theta_\lambda(x, \xi) \Theta_\lambda(\xi, y).
\end{equation}
For $f \in \Sigma^2_{ab3}$ we have $\langle U_\lambda f, f \rangle = \sum_{\xi \in \mathcal{X}} \omega_\xi |f(\xi)|^2$ and hence, using (4.31),
\begin{equation}
    (1 - 2\varepsilon)\|f\|_2^2 \leq \sum_{\xi \in \mathcal{X}} \omega_\xi |f(\xi)|^2 \leq \|f\|_2^2 \quad \text{for } f \in \Sigma^2_{ab3}.
\end{equation}
Now, write $\Gamma_\lambda := \Gamma(\lambda^{-1}\sqrt{L})$ and let $\Gamma_\lambda(x, y)$ be the kernel of this operator (recall that $\Gamma = \Gamma_0 = \Gamma_1$). We introduce one more self-adjoint kernel operator by
\begin{equation}
    R_\lambda := \Gamma_\lambda(\mathbb{I} - U_\lambda) \Gamma_\lambda = \Gamma_\lambda^2 - \Gamma_\lambda U_\lambda \Gamma_\lambda.
\end{equation}
Set $V_\lambda := \Gamma_\lambda U_\lambda \Gamma_\lambda$ and denote by $V_\lambda(x, y)$ its kernel. Since $\Theta(u)\Gamma(u) = \Gamma(u)$, we have
\begin{align*}
    V_\lambda(x, y) &= \sum_{\xi \in \mathcal{X}} \omega_\xi \int_M \int_M \Gamma_\lambda(x, u) \Theta_\lambda(u, \xi) \Theta_\lambda(\xi, v) \Gamma_\lambda(v, y) dudv \\
    &= \sum_{\xi \in \mathcal{X}} \omega_\xi \Gamma_\lambda(x, \xi) \Gamma_\lambda(\xi, y).
\end{align*}
By (4.26) and Lemma 3.10 we obtain
\begin{equation}
    |V_\lambda(x, y)| \leq c_4 c_0^2 E_{\lambda^{-1}, \kappa}(x, y).
\end{equation}
Also, by (4.26) and Theorem 3.9
\begin{equation}
    |\Gamma^2(x, y)| \leq c_4 c_0^2 E_{\lambda^{-1}, \kappa}(x, y).
\end{equation}
These two estimates yield
\begin{equation}
    |R_\lambda(x, y)| \leq (c_4 c_0^2 + c_4 c_0^2) E_{\lambda^{-1}, \kappa}(x, y) \leq 2c_4 c_0^2 E_{\lambda^{-1}, \kappa}(x, y).
\end{equation}
To simplify our notation we set $c_\star := 2c_4 c_0^2$. Thus we have
\begin{equation}
    |R_\lambda(x, y)| \leq c_\star E_{\lambda^{-1}, \kappa}(x, y).
\end{equation}
From the definition of $R_\lambda$ we derive
\begin{equation}
    \langle R_\lambda f, f \rangle = \|\Gamma_\lambda f\|_2^2 - \langle U_\lambda \Gamma_\lambda f, \Gamma_\lambda f \rangle \quad \text{for } f \in L^2.
\end{equation}
Since $\Gamma_\lambda(L^2) \subset \Sigma^2_{ab3}$, then $\Theta_\lambda \Gamma_\lambda f = \Gamma_\lambda f$, and by (4.32)
\begin{equation}
    (1 - 2\varepsilon)\|\Gamma_\lambda f\|_2^2 \leq \langle U_\lambda \Gamma_\lambda f, \Gamma_\lambda f \rangle \leq \|\Gamma_\lambda f\|_2^2, \quad f \in L^2.
\end{equation}
Hence,
\[
0 \leq \langle R_{\lambda} f, f \rangle \leq 2\varepsilon \|\Gamma_{\lambda} f\|^2 \leq 2\varepsilon \|f\|^2, \quad f \in L^2,
\]
where for the last inequality we used that \(\|\Gamma\|_\infty \leq 1\). Therefore,
\[
\|R_{\lambda}\|_{2\rightarrow 2} \leq 2\varepsilon < 1 \quad \text{and} \quad (1 - 2\varepsilon)\|f\|_2 \leq \|\langle \text{Id} - R_{\lambda} \rangle f\|_2 \leq \|f\|_2, \quad f \in L^2.
\]
We now define \(T_\lambda := (\text{Id} - R_{\lambda})^{-1} = \text{Id} + \sum_{k \geq 1} R_{\lambda}^k =: \text{Id} + S_{\lambda}\). Clearly,
\[
(4.34) \quad \|f\|_2 \leq \|T_\lambda f\|_2 \leq \frac{1}{1-2\varepsilon}\|f\|_2 \quad \forall f \in L^2.
\]
If \(\Gamma_{\lambda} f = f\), then
\[
f = T_\lambda(f - R_{\lambda} f) = T_\lambda(f - \Gamma_{\lambda} f + V_{\lambda} f) = T_\lambda V_{\lambda} f.
\]
On the other hand, if \(\Gamma_{\lambda} f = f\), then \((V_{\lambda} f)(x) = \sum_{\xi \in \mathcal{X}_\lambda} \omega_{\xi} f(\xi) \Gamma_{\lambda}(x, \xi)\) and hence
\[
(4.35) \quad f(x) = \sum_{\xi \in \mathcal{X}_\lambda} \omega_{\xi} f(\xi) T_\lambda(\Gamma_{\lambda}(\cdot, \xi))(x).
\]
By construction
\[
(4.36) \quad S_{\lambda} : L^2 \mapsto \Sigma_{\lambda}\Lambda^2 \quad \text{if} \quad \Gamma = \Gamma_0 \quad \text{and} \quad S_{\lambda} : L^2 \mapsto \Sigma_{[\lambda_{b-1}, \lambda b]}^2 \quad \text{if} \quad \Gamma = \Gamma_1.
\]
It remains to establish the space localization of the kernel \(S_{\lambda}(x, y)\) of the operator \(S_{\lambda}\). Denoting by \(R_{\lambda}^k(x, y)\) the kernel of \(R_{\lambda}^k\), we have
\[
|S_{\lambda}(x, y)| \leq \sum_{k \geq 1} |R_{\lambda}^k(x, y)|.
\]
Evidently, \(R_{\lambda}^k = \Theta_{\lambda} R_{\lambda}^k \Theta_{\lambda}\). From this, (4.26) with \(f = \Theta\), and the fact that \(\|R_{\lambda}\|_{2\rightarrow 2} \leq 2\varepsilon\) we obtain, applying Proposition 2.4,
\[
(4.37) \quad |R_{\lambda}^k(x, y)| \leq \frac{c_{\varepsilon}^2 k |R_{\lambda}|_{2\rightarrow 2}^2}{(B(x, \lambda^{-1})||B(y, \lambda^{-1})||)^{1/2}} \leq \frac{(2\varepsilon)^2 c_{\varepsilon}^2}{(B(x, \lambda^{-1})||B(y, \lambda^{-1})||)^{1/2}}.
\]
On the other hand, applying repeatedly Theorem 3.9 \(k - 1\) times using (4.33) we obtain
\[
(4.38) \quad |R_{\lambda}^k(x, y)| \leq c_{\varepsilon}^{k-1} c_{\varepsilon}^k E_{\lambda^{-1}, \kappa}(x, y).
\]
Taking the geometric average of (4.37) and (4.38) \((0 \leq a \leq b, a \leq c \Rightarrow a \leq \sqrt{bc})\) we get
\[
|R_{\lambda}^k(x, y)| \leq \left(\frac{\varepsilon c_{\varepsilon}^2 c_{\varepsilon}^{-1}}{2\varepsilon c_{\varepsilon}^2 c_{\varepsilon}^{-1}}\right)^{1/2} \exp\left\{-\frac{\varepsilon}{2}(B(x, \lambda^{-1})||B(y, \lambda^{-1})||)^{1/2}\right\}
\]
\[
\leq \sqrt{c_{\varepsilon}^2} 2^{-k/2} E_{\lambda^{-1}, \kappa/2}(x, y),
\]
where we used the notation from (4.7) and the fact that \(2\varepsilon c_{\varepsilon} c_{\varepsilon} = \frac{1}{2}\), which follows by the selection of \(\varepsilon\) in (4.14). Now, summing up we arrive at
\[
|S_{\lambda}(x, y)| \leq \sqrt{c_{\varepsilon} E_{\lambda^{-1}, \kappa/2}(x, y)} \sum_{k \geq 1} 2^{-k/2} \leq 3\sqrt{c_{\varepsilon} E_{\lambda^{-1}, \kappa/2}(x, y)}.
\]
This completes the proof of the lemma. \(\square\)

We can now complete the construction of the dual frame. We shall utilize the functions and operators introduced in §4.2 and above.

Write briefly \(\Gamma_{\lambda_0} := \Gamma_0(\sqrt{L})\) and \(\Gamma_{\lambda_j} := \Gamma_1(b^{-j+1}\sqrt{L})\) for \(j \geq 1\), \(\lambda_j := b^{-j+1}\).

Observe that since \(\Gamma_0(u) = 1\) for \(u \in [0, b]\) and \(\Gamma_1(u) = 1\) for \(u \in [1, b^2]\), then
Lemma 4.2 with $j \geq 1$. On the other hand, clearly $\Psi_0(\cdot, y) \in \mathcal{B}_0$ and $\Psi_j(\cdot, y) \in \mathcal{B}_{[j-1, b^j+1]}$ if $j \geq 1$. Therefore, we can apply Lemma 4.2 with $X_j$ and $\{\tilde{A}_j^f\}_{\xi \in X_j}$ from §4.2, and $\lambda = \lambda_j = b^{-j-1}$ to obtain

$$
\Psi_j(\sqrt{L})(x, y) = \sum_{\xi \in X_j} \omega_\xi \Psi_j(\xi, y) T_{\lambda_j} [\Gamma_{\lambda_j}(\cdot, \xi)](x), \quad \omega_\xi = (1 + \varepsilon)^{-1}|A_j^f|.
$$

By (4.18) we have $\psi_\xi(x) = |A_j^f|^{1/2} \tilde{\psi}_j(\xi, x)$ for $\xi \in X_j$ and we now set

$$
\tilde{\psi}_j(x) := c_\varepsilon |A_j^f|^{1/2} T_{\lambda_j} [\Gamma_{\lambda_j}(\cdot, \xi)](x), \quad \xi \in X_j, \quad c_\varepsilon := (1 + \varepsilon)^{-1}.
$$

Thus $\{\tilde{\psi}_j\}_{\xi \in X_j}$ with $X_j := \bigcup_{j \geq 0} X_j$, is the desired dual frame. Note that (4.39) takes the form

$$
\Psi_j(\sqrt{L})(x, y) = \sum_{\xi \in X_j} \psi_\xi(y) \tilde{\psi}_j(x).
$$

We next record the main properties of the dual frame $\{\tilde{\psi}_j\}$. They are similar to the properties of $\{\psi_\xi\}$.

**Theorem 4.3.** (a) **Representation:** For any $f \in L^p$, $1 \leq p \leq \infty$, with $L^\infty := UCB$ we have

$$
f = \sum_{\xi \in X} \langle f, \tilde{\psi}_\xi \rangle \psi_\xi = \sum_{\xi \in X} \langle f, \psi_\xi \rangle \tilde{\psi}_\xi \quad \text{in } L^p.
$$

(b) **Frame:** The system $\{\tilde{\psi}_j\}$ as well as $\{\psi_\xi\}$ is a frame for $L^2$, namely, there exists a constant $c > 0$ such that

$$
c^{-1} \|f\|_2^2 \leq \sum_{\xi \in X} |\langle f, \tilde{\psi}_\xi \rangle|^2 \leq c \|f\|_2^2, \quad \forall f \in L^2.
$$

(c) **Space localization:** For any $0 < \hat{\kappa} < \kappa/2$, $m \geq 0$, and any $\xi \in X_j$, $j \geq 0$,

$$
|L^m \tilde{\psi}_\xi(x)| \leq c_m b^{2jm} |B(\xi, b^{-j})|^{-1/2} \exp \left\{ - \hat{\kappa} (b^j \rho(x, \xi))^3 \right\},
$$

and if $\rho(x, y) \leq b^{-j}$

$$
|\tilde{\psi}_\xi(x) - \tilde{\psi}_\xi(y)| \leq \hat{\kappa} |B(\xi, b^{-j})|^{-1/2} (b^j \rho(x, y))^\alpha \exp \left\{ - \hat{\kappa} (b^j \rho(x, \xi))^3 \right\}.
$$

(d) **Spectral localization:** $\tilde{\psi}_\xi \in \Sigma_0^p$ if $\xi \in X_0$ and $\tilde{\psi}_\xi \in \Sigma_{[b^{-2}, b^{j+1}]}^p$ if $\xi \in X_j$, $j \geq 1$, $0 < p \leq \infty$.

(e) **Norms:** If in addition the reverse doubling condition (1.6) is valid, then

$$
\|\tilde{\psi}_\xi\|_p \sim |B(\xi, b^{-j})|^\frac{1}{2} \quad \text{for } 0 < p \leq \infty.
$$

**Proof.** By the definition of $\tilde{\psi}_j$ in (4.40) and Lemma 4.2 we get

$$
\tilde{\psi}_\xi(x) = c_\varepsilon |A_j^f|^{1/2} [\Gamma_{\lambda_j}(x, \xi) + S_{\lambda_j} [\Gamma_{\lambda_j}(\cdot, \xi)](x)], \quad \xi \in X_j,
$$

and hence

$$
L^m \tilde{\psi}_\xi(x) = c_\varepsilon |A_j^f|^{1/2} [L^m \Gamma_{\lambda_j}(x, \xi) + S_{\lambda_j} [L^m \Gamma_{\lambda_j}(\cdot, \xi)](x)].
$$

Now, this implies (4.44) using (4.26), (4.28), (4.29), Theorem 3.9, and (21). The Hölder continuity estimate (4.45) follows by (4.47) using (4.27) and (4.29). The other claims of the theorem are as in Theorem 5.3 in [6].
4.4. Frames in the case when \( \{ \Sigma_\lambda^2 \} \) possess the polynomial property.

The construction of frames with the desired excellent space and spectral localization is simple and elegant in the case when the spectral spaces \( \Sigma_\lambda^2 \) have the polynomial property under multiplication: Let \( \{ F_\lambda, \lambda \geq 0 \} \) be the spectral resolution associated with the operator \( \sqrt{L} \). We say that the associated spectral spaces

\[
\Sigma_\lambda^2 = \{ f \in L^2 : F_\lambda f = f \}
\]

have the polynomial property if there exists a constant \( a > 1 \) such that

\[
(4.48) \quad \Sigma_\lambda^2 \cdot \Sigma_\lambda^2 \subset \Sigma_{a\lambda}^1, \quad \text{i.e.} \quad f, g \in \Sigma_\lambda^2 \implies fg \in \Sigma_{a\lambda}^1.
\]

The construction begins with the introduction of a pair of cut-off functions \( \Psi_0, \Psi \in C^\infty(\mathbb{R}_+) \) with the following properties:

\[
\text{supp } \Psi_0 \subset [0, b], \quad \text{supp } \Psi \subset [b^{-1}, b], \quad 0 \leq \Psi_0, \Psi \leq 1,
\]

\[
\Psi_0(u) \geq c > 0, \quad u \in [0, b^{3/4}], \quad \Psi(u) \geq c > 0, \quad u \in [b^{-3/4}, b^{3/4}],
\]

\[
\Psi_0(u) = 1, \quad u \in [0, 1], \quad \Psi_2^j(u) + \sum_{j \geq 1} \Psi_2^{j+1}(u) = 1, \quad u \in \mathbb{R}_+,
\]

and the kernels of the operators \( \Psi_0(\delta \sqrt{L}) \) and \( \Psi(\delta \sqrt{L}) \) have sub-exponential localization and Hölder continuity as in (4.6)-(4.9). Above \( b > 1 \) is the constant from Theorem 3.12. The existence of functions like these follows by Theorem 3.6.

Set \( \Psi_j(u) := \Psi(b^{-j}u) \). Then \( \sum_{j \geq 0} \Psi_2^j(u) = 1, \ u \in \mathbb{R}_+ \), which leads to the following Calderón type decomposition (see Proposition 5.5 below)

\[
(4.49) \quad f = \sum_{j \geq 0} \Psi_2^j(\sqrt{L})f, \quad f \in L^p, \ 1 \leq p \leq \infty, \quad (L^\infty := \text{UCB}).
\]

The key observation is that the polynomial property (4.48) of the spectral spaces allows to discretize the above expansion and as a result to obtain the desired frame. To be more specific, by construction \( \Psi_j(\sqrt{L}) \) is a kernel operator whose kernels have sub-exponential localization and \( \Psi_j(\sqrt{L})(x, \cdot) \in \Sigma_{b^{j+1}} \). Now, choosing \( \mathcal{X}_j : (j \geq 0) \) to be a maximal \( \delta \)-net on \( M \) with \( \delta : = \gamma a^{-1}b^{-j-1} \sim b^{-j} \) we get from (4.5) a cubature formula of the form

\[
\int_M f(x)d\mu(x) = \sum_{\xi \in \mathcal{X}_j} w_{j\xi} f(\xi) \quad \text{for } \ f \in \Sigma_{ab^{j+1}},
\]

where \( \frac{2}{\delta}|B(\xi, \delta/2)| \leq w_{j\xi} \leq 2|B(\xi, \delta)|. \) Since \( \Psi_j(\sqrt{L})(x, \cdot) \psi_j(\sqrt{L})(\cdot, y) \in \Sigma_{ab^{j+1}} \) by (4.48), we can use the cubature formula from above to obtain

\[
(4.50) \quad \Psi_j(\sqrt{L})\Psi_j(\sqrt{L})(x, y) = \int_M \Psi_j(\sqrt{L})(x, u)\Psi_j(\sqrt{L})(u, y)d\mu(u)
\]

\[
= \sum_{\xi \in \mathcal{X}_j} w_{j\xi} \Psi_j(\sqrt{L})(x, \xi)\Psi_j(\sqrt{L})(\xi, y).
\]

Now, the frame elements are defined by

\[
(4.51) \quad \psi_j(x) := \sqrt{w_{j\xi}} \psi_j(\sqrt{L})(x, \xi), \ \xi \in \mathcal{X}_j, \ j \geq 0.
\]

As in §4.2, set \( \mathcal{X} := \cup_{j \geq 0} \mathcal{X}_j \). It will be convenient to use \( \mathcal{X} \) as an index set and for this equal points from different \( \mathcal{X}_j \)'s will be regarded as distinct element of \( \mathcal{X} \).
Observe that \( \{ \psi_\xi \}_{\xi \in \mathcal{X}} \) is a tight frame for \( L^2 \). More precisely, for any \( f \in L^p \), \( 1 \leq p \leq \infty \), \( (L^\infty := \text{UCB}) \) we have
\[
(4.52) \quad f = \sum_{\xi \in \mathcal{X}} \langle f, \psi_\xi \rangle \psi_\xi \quad \text{in} \quad L^p \quad \text{and} \quad \| f \|_2^2 = \sum_{\xi \in \mathcal{X}} |\langle f, \psi_\xi \rangle|^2 \quad \text{for} \quad f \in L^2.
\]

The convergence in (4.52) for test functions and distributions is given in Proposition 5.5 below. Furthermore, the frame elements \( \psi_\xi \) have all other properties of the elements constructed in \( \S 4.2 \) (see Proposition 4.1).

5. Distributions

The Besov and Triebel-Lizorkin spaces that will be developed are in general spaces of distributions. There are some distinctions, however, between the tests functions and distributions that we shall use depending on whether \( \mu(M) < \infty \) or \( \mu(M) = \infty \). We shall clarify them in this section.

5.1. Distributions in the case \( \mu(M) < \infty \). To introduce distributions we shall use as test functions the class \( \mathcal{D} \) of all functions \( \phi \in \cap_m D(L^m) \) with topology induced by
\[
(5.1) \quad \mathcal{P}_m(\phi) := \| L^m \phi \|_2, \quad m \geq 0,
\]
or equivalently by
\[
(5.2) \quad \mathcal{P}^*_m(\phi) := \max_{0 \leq r \leq m} \| L^r \phi \|_2, \quad m \geq 0.
\]
The norms \( \mathcal{P}_m(\phi), \ m = 0, 1, \ldots, \) are usually more convenient since they form a directed family of norms. Another alternative is to use the norms
\[
(5.3) \quad \mathcal{P}^{**}_m(\phi) := \sup_{\lambda \geq 0} (1 + \lambda)^m \| (\text{Id} - E_\lambda) \phi \|_2, \quad m = 0, 1, \ldots,
\]
where as before \( E_\lambda, \lambda \geq 0, \) is the spectral resolution associated with the operator \( L \). The equivalence of the norms \( \{ \mathcal{P}^*_m(\cdot) \}_{m \geq 0} \) and \( \{ \mathcal{P}^{**}_m(\cdot) \}_{m \geq 0} \) follows by the identity
\[
\| L^m \phi \|_2^2 = \int_0^\infty \lambda^{2m} \text{d}(E_\lambda \phi, \phi) = \int_0^\infty \lambda^{2m} \| E_\lambda \phi \|_2^2.
\]
Indeed, clearly
\[
\lambda^{2m} \| (\text{Id} - E_\lambda) \phi \|_2^2 = \lambda^{2m} \int_0^\infty \lambda \text{d}(E_\lambda \phi, \phi) \leq \int_0^\infty t^{2m} \| E_t \phi \|_2^2 = \| L^m \phi \|_2^2,
\]
and hence \( \mathcal{P}^{**}_m(\phi) \leq c \mathcal{P}^*_m(\phi) \). On the other hand,
\[
\| L^m \phi \|_2^2 = \int_0^1 \lambda^{2m} \| E_\lambda \phi \|_2^2 + \sum_{j \geq 0} \int_{2^j}^{2^{j+1}} \lambda^{2m} \| E_\lambda \phi \|_2^2
\]
\[
\leq \| \phi \|_2^2 + \sum_{j \geq 0} 2^{(j+1)2m} \| (\text{Id} - E_{2^j}) \phi \|_2^2,
\]
implying \( \mathcal{P}^*_m(\phi) \leq c \mathcal{P}^{**}_{m+1}(\phi) \).

In the next proposition we collect some simple facts about test functions.

Proposition 5.1. (a) \( \mathcal{D} \) is a Fréchet space.
(b) \( \Sigma \subset \mathcal{D}, \lambda \geq 0, \) and for every \( \phi \in \mathcal{D}, \phi = \lim_{\lambda \to \infty} E_\lambda \phi \) in the topology of \( \mathcal{D} \).
(c) If \( \phi \) is in the Schwartz class \( \mathcal{S}(\mathbb{R}) \) of \( C^\infty \) rapidly decaying (with all their derivatives) functions on \( \mathbb{R} \) and \( \phi^{(2\nu+1)}(0) = 0 \) for \( \nu = 0, 1, \ldots, \) then the kernel
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\[ \varphi(\sqrt{L})(x, y) \] of the operator \( \varphi(\sqrt{L}) \) belongs to \( \mathcal{D} \) as a function of \( x \) and as a function of \( y \).

**Proof.** Part (a) follows by the completeness of \( L^2 \) and the fact that \( L \) being a self-adjoint operator is closed (see the proof of Proposition 5.3 below).

Part (b) is also easy to prove, indeed, for \( t > 1 \) we have for any \( m \geq 1 \)

\[
\mathcal{P}_m^*(\phi - E_t \phi) = \sup_{u \geq 0} (1 + u)^m \|(Id - E_u)(Id - E_t)\phi\|_2
\]

\[
= \sup_{u \geq t} (1 + u)^m \|(Id - E_u)\phi\|_2 \leq \sup_{u \geq t} c_{m+1} u^{-1} \leq c t^{-1}
\]

and the claimed convergence follows. Part (c) follows by Corollary 3.5. \( \square \)

The space \( \mathcal{D}' \) of distributions on \( M \) is defined as the space of all continuous linear functionals on \( \mathcal{D} \). The pairing of \( f \in \mathcal{D}' \) and \( \phi \in \mathcal{D} \) will be denoted by \( \langle f, \phi \rangle := f(\bar{\phi}) \); this will be consistent with the inner product \( \langle f, g \rangle := \int_M f \bar{g} \, d\mu \) in \( L^2 \).

We shall be dealing with integral operators \( \mathcal{H} \) of the form \( \mathcal{H} f(x) := \int_M \mathcal{H}(x, \cdot) f d\mu \), where \( \mathcal{H}(x, \cdot) \in \mathcal{D} \) for all \( x \in \mathcal{D} \). We set

\[
\mathcal{H} f(x) := \langle f, \mathcal{H}(x, \cdot) \rangle \quad \text{for} \quad f \in \mathcal{D}',
\]

where on the right \( f \) acts on \( \mathcal{H}(x, y) \) as a function of \( y \).

As is shown in [6], §3.7, in the case \( \mu(M) < \infty \) the spectrum of \( L \) is discrete and hence the spectrum of the operator \( \sqrt{L} \) is discrete as well. Furthermore, the spectrum of \( \sqrt{L} \) is of the form \( \text{Spec} \sqrt{L} = \{ \lambda_1, \lambda_2, \ldots \} \), where \( 0 \leq \lambda_1 < \lambda_2 < \ldots \) and \( \lambda_m \to \infty \). Also, the eigenspace \( \mathcal{E}_\lambda \) associated with each \( \lambda \in \text{Spec} \sqrt{L} \) is of finite dimension, say, \( N_\lambda \). Let \( \{ e_{\lambda m} : m = 1, 2, \ldots, N_\lambda \} \) be an orthonormal basis for \( \mathcal{E}_\lambda \).

Then \( E_t(x, y) = \sum_{0 \leq \lambda \leq t} \sum_{m=1}^{N_\lambda} e_{\lambda m}(x) \bar{e}_{\lambda m}(y) \) is the kernel of the projector \( E_t \).

Therefore, for any distribution \( f \in \mathcal{D}' \)

\[
E_t f = (f, E_t(x, \cdot)) = \sum_{0 \leq \lambda \leq t} \sum_{m=1}^{N_\lambda} (f, e_{\lambda m}) e_{\lambda m}(x).
\]

Consequently, for any \( f \in \mathcal{D}' \) we have \( E_t f \in \Sigma_t = \bigoplus_{\lambda \leq t} \mathcal{E}_\lambda \).

We collect this and some other simple fact about the distributions we introduced above in the following

**Proposition 5.2.** (a) A linear functional \( f \) belongs to \( \mathcal{D}' \) if and only if there exist \( m \geq 0 \) and \( c_m > 0 \) such that

\[
|\langle f, \phi \rangle| \leq c_m \mathcal{P}_m^*(\phi) \quad \text{for all} \quad \phi \in \mathcal{D}.
\]

Hence, for any \( f \in \mathcal{D}' \) there exist \( m \geq 0 \) and \( c_m > 0 \) such that

\[
\| (Id - E_\lambda) f \|_2 \leq c_m (1 + \lambda)^{-m}, \quad \forall \lambda \geq 1.
\]

(b) For any \( f \in \mathcal{D}' \) we have \( E_\lambda f \in \Sigma_\lambda \) and also \( \langle E_\lambda f, \phi \rangle = \langle f, E_\lambda \phi \rangle \) for all \( \phi \in \mathcal{D} \).

(c) For any \( f \in \mathcal{D}' \) we have \( f = \lim_{\lambda \to \infty} E_\lambda f \) in distributional sense, i.e.

\[
\langle f, \phi \rangle = \lim_{\lambda \to \infty} \langle E_\lambda f, \phi \rangle = \lim_{t \to \infty} \langle E_t f, E_\lambda \phi \rangle \quad \text{for all} \quad \phi \in \mathcal{D}.
\]

(d) If \( \varphi \in \mathcal{C}_0^\infty(\mathbb{R}_+) \), \( \varphi(2^{\nu+1})(0) = 0 \) for \( \nu = 0, 1, \ldots \), and \( \text{supp} \varphi \subset [0, R] \), then for any \( \delta > 0 \) and \( f \in \mathcal{D}' \) we have \( \varphi(\delta \sqrt{L}) f \in \Sigma_{R/\delta} \).
Proof. Part (a) follows at once by the fact that the topology in $D$ can be defined by the norms $P_m^* (\cdot )$ from (5.3). Part (b) follows from (5.5). For Part (c) we use Proposition 5.1 (b) and (b) from above to obtain

$$
\langle f, \phi \rangle = \lim_{t \to \infty} \langle f, E_t \phi \rangle = \lim_{t \to \infty} \langle E_t f, \phi \rangle = \lim_{t \to \infty} \langle E_t f, E_t \phi \rangle,
$$

which completes the proof. The proof of Part (d) is similar taking into account that the integral is actually a discrete sum. □

Basic convergence results for distributions will be given in the next subsection.

5.2. Distributions in the case $\mu (M) = \infty$. In this case the class of test functions $D$ is defined as the set of all functions $\phi \in \cap_m D(L^m)$ such that

$$
P_{m,\ell} (\phi) := \sup_{x \in M} (1 + \rho (x, x_0))^{j} |L^m \phi (x)| < \infty \quad \forall m, \ell \geq 0.
$$

Here $x_0 \in M$ is selected arbitrarily and fixed once and for all. Clearly, the particular selection of $x_0$ in the above definition is not important, since if $\mathcal{P}_{m,\ell} (\phi) < \infty$ for one $x_0 \in M$, then $\mathcal{P}_{m,\ell} (\phi) < \infty$ for any other selection of $x_0 \in M$.

It is often more convenient to have a directed family of norms. For this reason we introduce the following norms on $D$:

$$
P_{m,\ell}^* (\phi) := \max_{0 \leq r \leq m, 0 \leq l \leq \ell} \mathcal{P}_{r,l} (\phi).
$$

Note that unlike in the case $\mu (M) < \infty$, in general, $\Sigma^\mu \not\subset D$. However, there are still sufficiently many test functions. This becomes clear from the following

**Proposition 5.3.** (a) $D$ is a Fréchet space and $D \subset UCB$.

(b) If $\varphi$ is in the Schwartz class $S(\mathbb{R})$ and $\varphi^{(2\nu+1)} (0) = 0$ for $\nu = 0, 1, \ldots$, then the kernel $\varphi (\sqrt{L}) (x, y)$ of the operator $\varphi (\sqrt{L})$ belongs to $D$ as a function of $x$ and as a function of $y$. Moreover, $\varphi (\sqrt{L}) \phi \in D$ for any $\phi \in D$. Also, $e^{-tL} (x, \cdot) \in D$ and $e^{-tL} (\cdot, y) \in D$, $t > 0$.

**Proof.** To prove that $D$ is a Fréchet space we only have to establish the completeness of $D$. Let $\{\phi_j\}_{j \geq 1}$ be a Cauchy sequence in $D$, i.e. $P_{m,\ell} (\phi_j - \phi_n) \to 0$ as $j, n \to \infty$ for all $m, \ell \geq 0$. Choose $\ell \in \mathbb{N}$ so that $\ell \geq (d+1)/2$. Then clearly for any $m \geq 0$

$$
\|L^m \phi_j - L^m \phi_n\|_2 \leq P_{m,\ell} (\phi_j - \phi_n) \int_M (1 + \rho (x, x_0))^{-d-1} d\mu (x)
\leq cB(x_0, 1) \|P_{m,\ell} (\phi_j - \phi_n)\|,
$$

where we used (2.9). Therefore, $\|L^m \phi_j - L^m \phi_n\|_2 \to 0$ as $j, n \to \infty$ and by the completeness of $L^2$ there exists $\Psi_m \in L^2$ such that $\|L^m \phi_j - \Psi_m\|_2 \to 0$ as $j \to \infty$.

Write $\phi := \Psi_0$. From $\|\phi_j - \phi\|_2 \to 0$, $\|L\phi_j - \Psi_1\|_2 \to 0$, and the fact that $L$ being a self-adjoint operator is closed [41] it follows that $\phi \in D(L)$ and $\|L\phi_j - \phi\|_2 \to 0$.

Using the same argument inductively we conclude that $\phi \in \cap_m D(L^m)$ and

$$
\|L^m \phi_j - L^m \phi\|_2 \to 0 \quad \text{as} \quad j \to \infty \quad \text{for all} \quad m \geq 0.
$$

On the other hand, $\|L^m \phi_j - L^m \phi_n\|_\infty = P_{m,0} (\phi_j - \phi_n) \to 0$ as $j, n \to \infty$ and from the completeness of $L^\infty$ the sequence $\{L^m \phi_j\}_{j \geq 0}$ converges in $L^\infty$. This and (5.11) yield

$$
\|L^m \phi_j - L^m \phi\|_\infty \to 0 \quad \text{as} \quad j \to \infty \quad \text{for all} \quad m \geq 0.
$$
In turn, this along with $P_{m,\ell}(\phi_j - \phi_n) \to 0$ as $j, n \to \infty$ implies $P_{m,\ell}(\phi_j - \phi) \to 0$ as $j \to \infty$ for all $m, \ell \geq 0$, which confirms the completeness of $D$.

In Proposition 5.5 (a) below it will be shown that any $\phi \in D$ can be approximated in $L^\infty$ by Hölder continuous functions, which implies that $\phi$ is uniformly continuous and hence $D \subset UCB$.

For the proof of Part (b), we note that if $\varphi \in \mathcal{S}(\mathbb{R})$ and $\varphi^{(2\nu+1)}(0) = 0$ for $\nu = 0, 1, \ldots$, then by Theorem 3.5 $L^m \varphi(\sqrt{L})$ is an integral operator whose kernel obeys

\begin{equation}
L^m \varphi(\sqrt{L})(x, y) \leq c_{\sigma, m}|B(x, 1)|^{-1}(1 + \rho(x, y))^{-\sigma} \quad \text{for all } \sigma > 0, m \geq 0.
\end{equation}

Therefore, $\varphi(\sqrt{L})(x, \cdot) \in D$ with $x$ fixed, and $\varphi(\sqrt{L})(\cdot, y) \in D$ with $y$ fixed. These follow by (5.13) and the identity

\begin{equation}
L^m [\varphi(\sqrt{L})(x, \cdot)] = L^m \varphi(\sqrt{L})(x, \cdot) \quad \text{for any fixed } x \in M.
\end{equation}

To prove this, suppose first that $\varphi \in C^\infty_0(\mathbb{R})$. Then $h := \varphi(\sqrt{L})(x, \cdot) \in \cup \Sigma \Lambda$ and hence $L^m h \in \cup \Sigma \Lambda$, which implies $m, h \in \cup \Sigma \Lambda$. For $\theta \in \cup \Sigma \Lambda$

\[
\int_M L^m h(u)\theta(u)d\mu(u) = \int_M \varphi(\sqrt{L})(x, u)L^m \theta(u)d\mu(u) = \varphi(\sqrt{L})(L^m \theta)(x)
\]

\[
= [\varphi(\sqrt{L})L^m] \theta(x) = [L^m \varphi(\sqrt{L})] \theta(x) = \int_M [L^m \varphi(\sqrt{L})](x, u)\theta(u)d\mu(u).
\]

Now, we derive (5.14) for $\varphi \in \mathcal{S}(\mathbb{R})$ by a limiting argument.

In going further, from above it readily follows that $\varphi(\sqrt{L})g \in D$ for any $g \in D$. Also, Theorem 3.5 yields $e^{-tL}(x, \cdot) \in D$ and $e^{-tL}(\cdot, y) \in D$, $t > 0$. □

As usual the space $D'$ of distributions on $M$ is defined as the set of all continuous linear functionals on $D$ and the pairing of $f \in D'$ and $\phi \in D$ will be denoted by $\langle f, \phi \rangle := f(\phi)$.

We next record some basic properties of distributions in the case $\mu(M) = \infty$.

**Proposition 5.4.** (a) A linear functional $f$ belongs to $D'$ if and only if there exist $m, \ell \geq 1$ and a constant $c > 0$ such that

\begin{equation}
|\langle f, \phi \rangle| \leq cP_{m, \ell}(\phi) \quad \text{for all } \phi \in D.
\end{equation}

(b) If $\varphi \in C^\infty_0(\mathbb{R}_+), \varphi^{(2\nu+1)}(0) = 0$ for $\nu = 0, 1, \ldots$, and supp $\varphi \subset [0, R]$, then for any $\delta > 0$ and $f \in D'$ we have $\varphi(\delta \sqrt{L})f \in \Sigma^p_{R/\delta}$ for $0 < p \leq \infty$.

**Proof.** Part (a) is immediate from the definition of distributions and (b) follows by the fact that the kernel $\varphi(\delta \sqrt{L})(x, y)$ of the operator $\varphi(\delta \sqrt{L})$ belongs to $D \cap \Sigma_{R/\delta}$ as a function of $x$ and as a function of $y$. □

We now give our main convergence result for distributions and in $L^p$.

**Proposition 5.5.** (a) Let $\varphi \in C^\infty(\mathbb{R}_+), \text{supp } \varphi \subset [0, R], R > 0$, $\varphi(0) = 1$, and $\varphi^{(2\nu+1)}(0) = 0$ for $\nu = 0, 1, \ldots$. Then for any $\phi \in D$

\begin{equation}
\phi = \lim_{\delta \to 0} \varphi(\delta \sqrt{L})\phi \quad \text{in } D,
\end{equation}

and for any $f \in D'$

\begin{equation}
f = \lim_{\delta \to 0} \varphi(\delta \sqrt{L})f \quad \text{in } D'.
\end{equation}
(b) Let \( \varphi_0, \varphi \in C^\infty(\mathbb{R}_+) \), supp \( \varphi_0 \subset [0, b] \) and supp \( \varphi \subset [b^{-1}, b] \) for some \( b > 1 \), \( \varphi(0) = 1 \), \( \varphi(b^{(2n+1)}(0) = 0 \) for \( n \geq 0 \), and \( \varphi_0(\lambda) + \sum_{j \geq 1} \varphi(b^{-j}\lambda) = 1 \) for \( \lambda \in \mathbb{R}_+ \).

Set \( \varphi_j(\lambda) := \varphi(b^{-j}\lambda), j \geq 1 \); hence \( \sum_{j \geq 0} \varphi_j(\lambda) = 1 \) on \( \mathbb{R}_+ \).

Then for any \( f \in \mathcal{D}' \)

\[
(f = \sum_{j \geq 0} \varphi_j(\sqrt{L})f) \quad \text{in} \quad \mathcal{D}'.
\]

(c) Let \( \{\psi_\xi\}_{\xi \in \mathcal{X}}, \{\tilde{\psi}_\xi\}_{\xi \in \mathcal{X}} \) be the pair of frames from Sections 4.2–4.3.

Then for any \( f \in \mathcal{D}' \)

\[
f = \sum_{\xi \in \mathcal{X}} \langle f, \tilde{\psi}_\xi \rangle \psi_\xi = \sum_{\xi \in \mathcal{X}} \langle f, \psi_\xi \rangle \tilde{\psi}_\xi \quad \text{in} \quad \mathcal{D}'.
\]

Furthermore, \((5.17) - (5.19)\) hold in \( L^p \) for any \( f \in \mathcal{L}^p, 1 \leq p < \infty \) (\( L^\infty := \text{UCB} \)).

**Proof.** We shall only consider the case \( \mu(M) = \infty \). The case \( \mu(M) < \infty \) is easier.

For the proof of Part (a) it suffices to prove only \((5.16)\), since then \((5.17)\) follows by duality. To prove \((5.16)\) we have to show that for any \( m, \ell \geq 0 \)

\[
\lim_{\delta \to 0} \mathcal{P}_m,\ell \left( \phi - \varphi(\delta \sqrt{L})\phi \right) = \lim_{\delta \to 0} \sup_{x \in M} (1 + \rho(x, x_0))^\ell |L^m[\phi - \varphi(\delta \sqrt{L})\phi](x)| = 0.
\]

Given \( m, \ell \geq 0 \), pick the smallest \( k, r \in \mathbb{N} \) so that \( k \geq \ell + 5d/2 \) and \( 2r \geq k + d + 1 \).

Set \( \omega(\lambda) := \lambda^{-2r}(1 - \varphi(\lambda)) \). Then \( 1 - \varphi(\delta \sqrt{A}) = \delta^{2r} \omega(\delta \sqrt{A}) \lambda^r \) and hence

\[
L^m[\phi - \varphi(\delta \sqrt{L})\phi](x) = \delta^{2r} \omega(\delta \sqrt{L})(x) L^{m+r} \phi(x) = \delta^{2r} \int_M \omega(\delta \sqrt{L})(x, y) L^{m+r} \phi(y) d\mu(y).
\]

From the definition of \( \omega \) we have \( \omega \in C^\infty(\mathbb{R}_+) \), \( \omega(2r+1)(0) = 0 \) for \( \nu \geq 0 \), and

\[
|\omega(\nu)(\lambda)| \leq c_\nu(1 + \lambda)^{-2r}, \quad \lambda \in \mathbb{R}_+, \quad \nu \geq 0.
\]

Now, we apply Theorem 3.4, taking into account that \( k \geq d + 1 \) and \( 2r \geq k + d + 1 \), to conclude that the kernel \( \omega(\delta \sqrt{L})(x, y) \) of the operator \( \omega(\delta \sqrt{L}) \) obeys

\[
|\omega(\delta \sqrt{L})(x, y)| \leq c_k D_{\delta, k}(x, y) \leq \frac{c}{[B(x, \delta)](1 + \delta - 1 \rho(x, y))^{k-d/2}}.
\]

By \((1.2), (2.1)\) it readily follows that for \( 0 < \delta < 1 \)

\[
|B(x_0, 1)| \leq c_0 (1 + \rho(x, x_0))d |B(x, 1)| \leq c_0^2 \delta^{-d} (1 + \rho(x, x_0))d |B(x, \delta)|.
\]

Also, since \( \phi \in \mathcal{D} \) we have \( |L^{m+r} \phi(x)| \leq c(1 + \rho(x, x_0))^{-k} \). Putting all of the above together we get

\[
(1 + \rho(x, x_0))^\ell |L^m[\phi - \varphi(\delta \sqrt{L})\phi](x)| \leq c \frac{\delta^{2r-d} (1 + \rho(x, x_0))^{d} (1 + \rho(y, x_0))^{k-d/2} d\mu(y)}{|B(x, \delta)| (1 + \rho(x, x_0))^{k-3d/2}} \leq c_\delta \to 0 \quad \text{as} \quad \delta \to 0.
\]

Here for the latter estimate we used that \( k \geq \ell + 5d/2 \) and \( 2r > d + 1 \), and for the former we used \((2.10)\). This completes the proof of Part (a).

To show Part (b), set \( \theta(\lambda) := \varphi_0(\lambda) + \varphi(b^{-1}\lambda) \) and note that \( \sum_{k=0}^j \varphi_k(\lambda) = \theta(b^{-j}\lambda) \) for \( j \geq 1 \). Then the result follows readily by Part (a).
For the proof of Part (c) it suffices to show that

\[(5.20) \quad \phi = \sum_{\xi \in \mathcal{X}} \langle \phi, \psi_\xi \rangle \tilde{\psi}_\xi \quad \text{and} \quad \phi = \sum_{\xi \in \mathcal{X}} \langle \phi, \psi_\xi \rangle \psi_\xi \quad \text{in} \ D \quad \text{for all} \ \phi \in D.
\]

We shall only prove the left-hand side identity in \((5.20)\); the proof of the right-hand side identity is similar. Let \(\{\psi_\xi\}_{j \geq 0}\) be from the definition of \(\{\psi_\xi\}\) in §4.2. Then \(\sum_{j \geq 0} \psi_j(u) = 1\) for \(u \in \mathbb{R}_+\) and by Part (b) \(\phi = \sum_{j \geq 0} \psi_j(\sqrt{L})\phi\) in \(D\) for all \(\phi \in D\). Therefore, to prove the left-hand side identity in \((5.20)\) it suffices to show that for each \(j \geq 0\)

\[(5.21) \quad \psi_j(\sqrt{L})\phi = \sum_{\xi \in \mathcal{X}_j} \langle \phi, \psi_\xi \rangle \tilde{\psi}_\xi \quad \text{in} \ D \quad \forall \phi \in D.
\]

By \((4.41)\)

\[\psi_j(\sqrt{L})(x, y) = \sum_{\xi \in \mathcal{X}_j} \psi_\xi(y)\tilde{\psi}_\xi(x), \quad x, y \in M.
\]

From this and the sub-exponential space localization of \(\psi_\xi(x)\) and \(L^m \hat{\psi}_\xi(x), m \geq 0\), given in \((4.19)\) and \((4.44)\) (see also \((5.23)-(5.24))\) it readily follows that

\[L^m \psi_j(\sqrt{L})(x, y) = \sum_{\xi \in \mathcal{X}_j} \psi_\xi(y)L^m \hat{\psi}_\xi(x), \quad x, y \in M,
\]

and hence

\[L^m \psi_j(\sqrt{L})\phi = \sum_{\xi \in \mathcal{X}_j} \langle \psi_\xi, \phi \rangle L^m \hat{\psi}_\xi, \quad \forall \phi \in D.
\]

Clearly, to prove \((5.21)\) it suffices to show that for any \(\ell, m \geq 0\) and \(\phi \in D\)

\[(5.22) \quad \lim_{K \to \infty} \sup_{x \in M} (1 + \rho(x, x_0))^{\ell} \sum_{\xi \in \mathcal{X}_j, \rho(\xi, x_0) \geq K} \int_M |\psi_\xi(y)\phi(y)|d\mu(y)|L^m \hat{\psi}_\xi(x)| = 0.
\]

Given \(\ell, m \geq 0\), choose \(\sigma \geq \ell + 3d + 1\). From \((4.19)\) and \((4.44)\) it follows that

\[(5.23) \quad |\psi_\xi(x)| \leq c_\sigma |B(\xi, b^{-j})|^{-1/2}(1 + b^j \rho(x, \xi))^{-\sigma},
\]

\[(5.24) \quad |L^m \hat{\psi}_\xi(x)| \leq c_{\sigma, m} b^{2jm} |B(\xi, b^{-j})|^{-1/2}(1 + b^j \rho(x, \xi))^{-\sigma}, \xi \in \mathcal{X}_j.
\]

On the other hand, since \(\phi \in D\) we have \(|\phi(x)| \leq c(1 + \rho(x, x_0))^{-\sigma}\). Therefore,

\[
\int_M |\psi_\xi(y)\phi(y)|d\mu(y) \leq c \int_M \frac{d\mu(y)}{|B(\xi, b^{-j})|^{1/2}(1 + b^j \rho(y, \xi))^{\sigma}(1 + \rho(y, x_0))^\sigma} \\
\leq c |B(\xi, b^{-j})|^{1/2} \int_M \frac{d\mu(y)}{|B(y, b^{-j})|(1 + b^j \rho(y, \xi))^{\sigma-d}(1 + \rho(y, x_0))^\sigma} \\
\leq c |B(\xi, b^{-j})|^{1/2} \frac{(1 + \rho(\xi, x_0))^{\sigma-d} }{d\mu(y)}.
\]
where for the second inequality we used (2.1) and for the last inequality (2.12). From above and (5.24)

\[
(1 + \rho(x, x_0))^{\ell} \sum_{\xi \in \mathcal{X}_j; \rho(\xi, x_0) \geq K} \int_M |\psi_\xi(y)||\phi(y)|d\mu(y)|L^m \hat{\psi}_\xi(x)|
\]

\[
\leq \sum_{\xi \in \mathcal{X}_j; \rho(\xi, x_0) \geq K} c_{\ell}^{2jm}(1 + \rho(\xi, x_0))^{\ell}(1 + b^j \rho(\xi, x))\sigma^{-d} (1 + b^j \rho(\xi, x))^{\sigma - \ell}
\]

\[
\leq \sum_{\xi \in \mathcal{X}_j; \rho(\xi, x_0) \geq K} \frac{c_{\ell}^{2jm}}{1 + K} \to 0 \quad \text{as} \quad K \to \infty.
\]

Here for the second inequality we used that \(1 + \rho(x, x_0) \leq (1 + \rho(\xi, x_0))(1 + \rho(\xi, x))\) and for the last inequality we used (2.15). The above implies (5.22) and the proof of (5.19) is complete.

The convergence of (5.17) - (5.19) in \(L^p\) for \(f \in L^p\) follows by a standard argument, see also Theorem 5.3 in [6]. \(\square\)

### 5.3. Distributions on \(\mathbb{R}^d\) and \(\mathbb{T}^d\) induced by \(L = -\Delta\).

The purpose of this subsection is to show that in the cases of \(M = \mathbb{T}^d\) and \(M = \mathbb{R}^d\) with \(L = -\Delta\) (\(\Delta\) being the Laplace operator) the distributions defined as in §5.1-5.2 are just the classical distributions on the torus \(\mathbb{T}^d\) and the tempered distributions on \(\mathbb{R}^d\).

The case of \(M = \mathbb{T}^d = \mathbb{R}^d/\mathbb{Z}^d\) and \(L = -\Delta\) is quite obvious. The eigenfunctions of \(-\Delta\) are \(e^{2\pi i k \cdot x}, \; k \in \mathbb{Z}^d\). Clearly, in this case the class of test functions \(\mathcal{D}\) defined in §5.1 consists of all functions \(\phi \in L^2(\mathbb{T}^d)\) whose Fourier coefficients \(\hat{\phi}(k)\) obey \(|\hat{\phi}(k)| \leq C_N (1 + |k|)^{-N}\) for each \(N > 0\). It is easy to see that this is necessary and sufficient for \(\phi \in C^\infty(\mathbb{T}^d)\). Therefore, \(\mathcal{D} = C^\infty(\mathbb{T}^d)\) as in the classical case. For more details, see e.g. [10]. Observe that the situation with distributions on the unit sphere \(S^{d-1}\) in \(\mathbb{R}^d\) is quite similar, see e.g. [34].

The case of \(M = \mathbb{R}^d\) and \(L = -\Delta\) is not so obvious and since we do not find the argument in the literature we shall consider it in more detail. Note first that in this case the class of test functions \(\mathcal{D}\) defined in §5.2 consists of all functions

\[
\phi \in C^\infty(\mathbb{R}^d) \quad \text{s.t.} \quad \mathcal{P}_{m, \ell}(\phi) := \sup_{x \in \mathbb{R}^d} (1 + |x|)^{\ell} |\Delta^m \phi(x)| < \infty, \; \forall m, \ell \geq 0.
\]

Recall that the Schwartz class \(\mathcal{S}\) on \(\mathbb{R}^d\) consists of all functions \(\phi \in C^\infty(\mathbb{R}^d)\) such that \(|\phi|_{\alpha, \beta, \infty} := \sup_x |x^\alpha \partial^\beta \phi(x)| < \infty\) for all multi-indices \(\alpha, \beta\). We shall also need the semi-norms \(|\phi|_{\alpha, \beta, 2} := \|x^\alpha \partial^\beta \phi\|_{L^2}\). It is well known that on \(\mathcal{S}\) the semi-norms \(|\phi|_{\alpha, \beta, \infty}\) are equivalent to the semi-norms \(|\phi|_{\alpha, \beta, 2}\), see e.g. [41], Lemma 1, p. 141.

**Proposition 5.6.** The classes \(\mathcal{D}\) (defined in §5.2) and \(\mathcal{S}\) on \(\mathbb{R}^d\) are the same with the same topology.

**Proof.** We only have to prove that \(\mathcal{D} \subset \mathcal{S}\), since obviously \(\mathcal{S} \subset \mathcal{D}\).

Assume \(\phi \in \mathcal{D}\), i.e. \(\phi \in C^\infty(\mathbb{R}^d)\) and \(\mathcal{P}_{m, \ell}(\phi) < \infty, \; \forall m, \ell \geq 0\). This readily implies \(|x^\alpha \Delta^m \phi\|_{L^2} < \infty\) for all multi-indices \(\alpha\) and \(m \geq 0\). Denoting by \(\hat{\phi}(\xi)\) the
Fourier transform of \( \phi \) we infer using Plancherel’s identity
\[(5.26) \quad \| \partial^\alpha (\xi |2^m \hat{\phi}) \|_2 < \infty, \quad \forall \alpha \text{ and } m \geq 0.
\]
We claim that this yields
\[(5.27) \quad \| \xi^\alpha \partial^\beta \hat{\phi} \|_2 < \infty, \quad \forall \alpha, \beta.
\]
We shall carry out the proof by induction in \(|\beta|\). Indeed, (5.27) when \(|\beta| = 0\) is immediate from (5.26) with \(|\alpha| = 0\). Clearly,
\[(5.28) \quad \partial_j (|\xi |2^m \hat{\phi}(\xi)) = 2m \xi_j |\xi |2^{m-2} \hat{\phi}(\xi) + |\xi |2^m \partial_j \hat{\phi}(\xi)
\]
and hence
\[
\| |\xi |2^m \partial_j \hat{\phi} \|_2 \leq \| \partial_j (|\xi |2^m \hat{\phi}) \|_2 + 2m \| |\xi |2^{m-1} \hat{\phi} \|_2 < \infty,
\]
where we used (5.26) and the already established (5.27) when \(|\beta| = 0\). The above yields (5.27) for \(|\beta| = 1\) and all multi-indices \(\alpha\).

We differentiate (5.28) and use (5.26) and that (5.27) holds for \(\beta = 2\) and for all multi-indices \(\alpha\). We complete the proof of (5.27) by induction.

Applying the inverse Fourier transform we obtain from (5.27)
\[
\| \partial^\alpha (x^\beta \phi) \|_2 < \infty, \quad \forall \alpha, \beta.
\]
In turn, just as above this leads to \(\| \phi \|_{\alpha, \beta, 2} = \| x^\alpha \partial^\beta \phi \|_2 < \infty, \forall \alpha, \beta\). As was mentioned, the semi-norms \(\{ \| \phi \|_{\alpha, \beta, 2} \}\) are equivalent to the semi-norms \(\{ \| \phi \|_{\alpha, \beta, \infty} \}\).

Therefore, \(\| \phi \|_{\alpha, \beta, \infty} = \| x^\alpha \partial^\beta \phi \|_{\infty} < \infty, \forall \alpha, \beta\), and hence \(D \subset S\). Clearly, the equivalence of the semi-norms \(\{ P_{m, \ell}(\phi) \}\) and \(\{ \| \phi \|_{\alpha, \beta, \infty} \}\) follows from the above considerations. \(\square\)

6. Besov spaces

We shall use the well known general idea \([37, 53, 54]\) of employing spectral decompositions induced by a self-adjoint positive operator to introduce (inhomogeneous) Besov spaces in the general set-up of this paper. A new point in our development is that we allow the smoothness to be negative and \(p < 1\).

To better deal with possible anisotropic geometries we introduce two types of Besov spaces: (i) classical Besov spaces \(B^s_{pq} = B^s_{pq}(L)\), which for \(s > 0\) and \(p \geq 1\) can be identified as approximation spaces of linear approximation from \(\Sigma^p_t\) in \(L^p\), and (ii) nonclassical Besov spaces \(\tilde{B}^s_{pq} = \tilde{B}^s_{pq}(L)\), which for certain indices appear in nonlinear approximation. We shall utilize functions \(\varphi_0, \varphi \in C^\infty(\mathbb{R}_+)\) such that

\begin{align*}
(6.1) & \quad \text{supp} \varphi_0 \subset [0, 2], \quad \varphi_0^{(2^{\nu + 1})(0)} = 0 \text{ for } \nu \geq 0, \quad |\varphi_0(\lambda)| \geq c > 0 \text{ for } \lambda \in [0, 2^{3/4}], \\
(6.2) & \quad \text{supp} \varphi \subset [1/2, 2], \quad |\varphi(\lambda)| \geq c > 0 \text{ for } \lambda \in [2^{-3/4}, 2^{3/4}].
\end{align*}

Then \(|\varphi_0(\lambda)| + \sum_{j \geq 1} |\varphi(2^{-j}\lambda)| \geq c > 0, \lambda \in \mathbb{R}_+\). Set \(\varphi_j(\lambda) := \varphi(2^{-j}\lambda)\) for \(j \geq 1\).

**Definition 6.1.** Let \(s \in \mathbb{R}\) and \(0 < p, q \leq \infty\).

(i) The Besov space \(B^s_{pq} = B^s_{pq}(L)\) is defined as the set of all \(f \in \mathcal{D}'\) such that

\[(6.3) \quad \| f \|_{B^s_{pq}} := \left( \sum_{j \geq 0} \left( 2^{sj} \| \varphi_j(\sqrt{L})f(\cdot) \|_{L^p} \right)^q \right)^{1/q} < \infty.
\]
A word of caution concerning the smoothness parameter $s$ in order. The spaces $\hat{B}^{s}_{pq}$ are completely independent of $d$, but for convenience in the definition of $\|f\|_{\hat{B}^{s}_{pq}}$ in (6.4) the smoothness parameter $s$ is normalized as if $\dim M = d$ which, in general, is not the case. However, if $|B(x,r)| \sim r^d$ uniformly in $x \in M$, like in the classical case on $\mathbb{R}^d$, then $\|f\|_{\check{B}^{s}_{pq}} \sim \|f\|_{\hat{B}^{s}_{pq}}$.

It will be convenient to introduce (quasi-)norms on $B^{s}_{pq}$ and $\hat{B}^{s}_{pq}$, where in the spectral decomposition $2^j$ is replaced by $b^j$ with $b > 1$ the constant from the definition of frames in §4 (see Theorem 3.12). Let the functions $\Phi_0, \Phi \in C^\infty(\mathbb{R}_+)$ obey the conditions

\begin{align*}
\text{(6.5)} \quad \text{supp } \Phi_0 & \subset [0, b], \quad \Phi_0(\lambda) = 1 \text{ for } \lambda \in [0, 1], \quad \Phi_0(\lambda) \geq c > 0 \text{ for } \lambda \in [0, b^{3/4}], \\
\text{(6.6)} \quad \text{supp } \Phi & \subset [b^{-1}, b], \quad \Phi(\lambda) \geq c > 0 \text{ for } \lambda \in [b^{-3/4}, b^{3/4}], \quad \Phi_0, \Phi \geq 0.
\end{align*}

Set $\Phi_j(\lambda) := \Phi(b^{-j} \lambda)$ for $j \geq 1$. We define

\begin{align*}
\text{(6.7)} \quad \|f\|_{B^{s}_{pq}(\Phi)} & := \left( \sum_{j \geq 0} \left( b^{sj} \|\Phi_j(\sqrt{\Lambda}) f(\cdot)\|_{L^p} \right)^q \right)^{1/q}
\end{align*}

and

\begin{align*}
\text{(6.8)} \quad \|f\|_{\check{B}^{s}_{pq}(\Phi)} & := \left( \sum_{j \geq 0} \left( \|B(\cdot, b^{-j})^{s/d} \Phi_j(\sqrt{\Lambda}) f(\cdot)\|_{L^p} \right)^q \right)^{1/q}
\end{align*}

with the usual modification when $q = \infty$.

**Proposition 6.3.** For all admissible indices $\|\cdot\|_{B^{s}_{pq}}$ and $\|\cdot\|_{\check{B}^{s}_{pq}(\Phi)}$ are equivalent quasi-norms in $B^{s}_{pq}$, and $\|\cdot\|_{B^{s}_{pq}}$ and $\|\cdot\|_{B^{s}_{pq}(\Phi)}$ are equivalent quasi-norms in $\hat{B}^{s}_{pq}$. Consequently, the definitions of $B^{s}_{pq}$ and $\hat{B}^{s}_{pq}$ are independent of the particular selection of the functions $\varphi_0, \varphi$ satisfying (6.1)–(6.2).

For the proof of this theorem and in the sequel we shall need an analogue of Peetre’s inequality which involves the maximal operator from (2.18).

**Lemma 6.4.** Let $t, r > 0$ and $\gamma \in \mathbb{R}$. Then there exists a constant $c > 0$ such that for any $g \in \Sigma_t$

\begin{align*}
\text{(6.9)} \quad \sup_{y \in M} \frac{|B(y,t^{-1})|^{\gamma} |g(y)|}{(1 + t^{s}(x,y))^{d/r}} \leq c M_t(\{B(\cdot,t^{-1})\}^{\gamma} g)(x), \quad x \in M.
\end{align*}

**Proof.** Let $g \in \Sigma_t$. As before, let $\theta \in C_0^\infty(\mathbb{R}_+)$ and $\theta(\lambda) = 1$ for $\lambda \in [0, 1]$. Denote briefly $\mathcal{H}_\delta := \theta(\delta \sqrt{\Lambda})$ with $\delta = t^{-1}$ and let $\mathcal{H}_\delta(x,y)$ be its kernel. Evidently, $\mathcal{H}_\delta g = g$ and hence $g(y) = \int_M \mathcal{H}_\delta(y,z) g(z) d\mu(z)$. For the kernel $\mathcal{H}_\delta(\cdot, \cdot)$ we know from Theorem 3.1 that for any $\sigma > 0$

\begin{align*}
\text{(6.10)} \quad |\mathcal{H}_\delta(y,z) - \mathcal{H}_\delta(u,z)| \leq c_\sigma \frac{(tp(y,u))^{\alpha}}{|B(y,t^{-1})|(1 + t^{s}(y,z))^{\omega}} \quad \text{if } \rho(y,u) \leq t^{-1}.
\end{align*}
Fix $0 < \varepsilon < 1$. Then for $y \in M$

$$|g(y)| \leq \inf_{u \in B(y, \varepsilon t^{-1})} |g(u)| + \sup_{u \in B(y, \varepsilon t^{-1})} |g(y) - g(u)|$$

and hence

$$G(x) := \sup_{y \in M} \frac{|B(y, t^{-1})| \gamma |g(y)|}{(1 + t \rho(x, y))^{d/r}} \leq \sup_{y \in M} \frac{|B(y, t^{-1})| \gamma \inf_{u \in B(y, \varepsilon t^{-1})} |g(u)|}{(1 + t \rho(x, y))^{d/r}}$$

$$+ \sup_{y \in M} \frac{|B(y, t^{-1})| \gamma \sup_{u \in B(y, \varepsilon t^{-1})} |g(y) - g(u)|}{(1 + t \rho(x, y))^{d/r}} =: G_1(x) + G_2(x).$$

To estimate $G_1(x)$ we first observe that

$$\inf_{u \in B(y, \varepsilon t^{-1})} |g(u)| \leq \left(\frac{1}{|B(y, \varepsilon t^{-1})|} \int_{B(y, \varepsilon t^{-1})} |g(u)|^\gamma d\mu(u)\right)^{1/r},$$

which implies

$$G_1(x) \leq \left(\frac{|B(x, \rho(x, y) + \varepsilon t^{-1})|}{|B(y, \varepsilon t^{-1})|(1 + t \rho(x, y))^{d/r}}\right)^{1/r}$$

$$\times \left(\frac{1}{|B(x, \rho(x, y) + \varepsilon t^{-1})|} \int_{B(y, \varepsilon t^{-1})} (|B(y, t^{-1})| \gamma |g(u)|)^\gamma d\mu(u)\right)^{1/r}.\quad (6.11)$$

Note that if $u \in B(y, \varepsilon t^{-1})$, then $B(y, t^{-1}) \subset B(u, 2t^{-1})$ and $B(u, t^{-1}) \subset B(y, 2t^{-1})$. Therefore, the doubling condition (1.1) yields

$$c_0^{-1} |B(u, t^{-1})| \leq |B(y, t^{-1})| \leq c_0 |B(u, t^{-1})|, \quad u \in B(y, \varepsilon t^{-1}).$$

Also, since $B(x, \rho(x, y) + \varepsilon t^{-1}) \subset B(y, 2\rho(x, y) + \varepsilon t^{-1})$, then using (2.1)

$$|B(x, \rho(x, y) + \varepsilon t^{-1})| \leq |B(y, 2\rho(x, y) + \varepsilon t^{-1})|$$

$$\leq c_0(1 + \varepsilon^{-1} t(2\rho(x, y) + \varepsilon t^{-1}))^{d |B(y, \varepsilon t^{-1})|}$$

$$\leq c_0^{-1} (1 + t \rho(x, y))^{d |B(y, \varepsilon t^{-1})|}.$$}

We use the above in (6.11) and enlarge the set of integration in (6.11) from $B(y, \varepsilon t^{-1})$ to $B(x, \rho(x, y) + \varepsilon t^{-1})$ to bound $G_1(x)$ by

$$c \varepsilon^{-d/r} \sup_{y \in M} \left(\frac{1}{|B(x, \rho(x, y) + \varepsilon t^{-1})|} \int_{B(x, \rho(x, y) + \varepsilon t^{-1})} (|B(u, t^{-1})| \gamma |g(u)|)^\gamma d\mu(u)\right)^{1/r}$$

$$\leq c \varepsilon^{-d/r} \mathcal{M}_r (|B(\cdot, t^{-1})|^\gamma g(\cdot))(x).$$

Thus

$$G_1(x) \leq c \varepsilon^{-d/r} \mathcal{M}_r (|B(\cdot, t^{-1})|^\gamma g(\cdot))(x).\quad (6.12)$$

We next estimate $G_2(x)$. Using (6.10) we obtain

$$\sup_{u \in B(y, \varepsilon t^{-1})} |g(y) - g(u)| \leq \sup_{u \in B(y, \varepsilon t^{-1})} \int_M |\mathcal{H}_\delta(y, z) - \mathcal{H}_\delta(u, z)||g(z)| d\mu(z)$$

$$\leq c \sup_{u \in B(y, \varepsilon t^{-1})} |B(y, t^{-1})|^{-1} \int_M \frac{|t \rho(y, u)|^\alpha |g(z)|}{(1 + t \rho(y, z))^\sigma} d\mu(z)$$

$$\leq c \varepsilon^\alpha |B(y, t^{-1})|^{-1} \int_M \frac{|g(z)|}{(1 + t \rho(y, z))^\sigma} d\mu(z).$$
and choosing \( \sigma = d/r + d|\gamma| + d + 1 \) we get
\[
G_2(x) \leq c\varepsilon^\alpha \sup_{y \in M} \frac{1}{|B(y,t^{-1})|} \int_M \frac{|B(y,t^{-1})|^{|\gamma|} |g(z)|}{(1 + tp(y,z))^\frac{d}{2}(1 + tp(y,z))^{d+1}} d\mu(z).
\]
Clearly,
\[
(1 + tp(x,z)) \leq (1 + tp(y,x))(1 + tp(y,z))
\]
and by (2.1)
\[
c_0^{-1}(1 + tp(y,z))^{-d}|B(z,t^{-1})| \leq |B(y,t^{-1})| \leq c_0(1 + tp(y,z))^d|B(z,t^{-1})|.
\]
We use these in the above estimate of \( G_2(x) \) to obtain
\[
G_2(x) \leq c\varepsilon^\alpha \sup_{y \in M} \frac{1}{|B(y,t^{-1})|} \int_M \frac{|B(z,t^{-1})|^{|\gamma|} |g(z)|}{(1 + tp(x,z))^\frac{d}{2}(1 + tp(y,z))^{d+1}} d\mu(z)
\]
\[
\leq c\varepsilon^\alpha \sup_{z \in M} \frac{|B(z,t^{-1})|^{|\gamma|} |g(z)|}{(1 + tp(x,z))^\frac{d}{2}} \sup_{y \in M} \frac{1}{|B(y,t^{-1})|} \int_M \frac{1}{(1 + tp(y,z))^{d+1}} d\mu(z)
\]
\[
\leq c''\varepsilon^\alpha G(x),
\]
where for the last inequality we used (2.9). From this and (6.12) we infer
\[
G(x) \leq c\varepsilon^{-d/r} M_r(|B(\cdot,t^{-1})|^{|\gamma|} g(\cdot))(x) + c''\varepsilon^\alpha G(x).
\]
Here the constants \( c \) and \( c'' \) are independent of \( \varepsilon \). Consequently, choosing \( \varepsilon \) so that \( c''\varepsilon^\alpha \leq 1/2 \) we arrive at estimate (6.9). \( \square \)

**Proof of Proposition 6.3.** We shall only prove the equivalence of \( \| \cdot \|_{\tilde{B}_p^q} \) and \( \| \cdot \|_{\tilde{B}_p^q(\Phi)} \). The proof of the equivalence of \( \| \cdot \|_{\tilde{B}_p^q} \) and \( \| \cdot \|_{B_p^q(\Phi)} \) is similar.

It is easy to see (e.g. [14]) that there exist functions \( \tilde{\Phi}_0, \tilde{\Phi} \in C_0^\infty(\mathbb{R}_+) \) with the properties of \( \Phi_0, \tilde{\Phi} \) from (6.5)-(6.6) such that
\[
\tilde{\Phi}_0(\lambda)\Phi_0(\lambda) + \sum_{j\geq 1} \tilde{\Phi}(b^{-j}\lambda)\Phi(b^{-j}\lambda) = 1, \quad \lambda \in \mathbb{R}_+.
\]
Set \( \tilde{\Phi}_j(\lambda) := \tilde{\Phi}(b^{-j}\lambda), \ j \geq 1 \). Then \( \sum_{j\geq 0} \tilde{\Phi}_j(\lambda)\Phi_j(\lambda) = 1 \). By Proposition 5.5 it follows that for any \( f \in \mathcal{D}' \)
\[
f = \sum_{j\geq 0} \tilde{\Phi}_j(\sqrt{L})\Phi_j(\sqrt{L}) f \quad \text{in} \quad \mathcal{D}'.
\]
Assume \( 1 < b < 2 \) (the case \( b \geq 2 \) is similar) and let \( j \geq 1 \). Evidently, there exist \( \ell > 1 \) (depending only on \( b \)) and \( m \geq 1 \) such that \([2^{j-1}, 2^j+1] \subset [b^{m-1}, b^{m+\ell+1}]\). Then \( 2^j \sim b^m \). Using the above we have
\[
\varphi_j(\sqrt{L})f(x) = \sum_{\nu=m}^{m+\ell} \varphi_j(\sqrt{L})\tilde{\Phi}_\nu(\sqrt{L})\Phi_\nu(\sqrt{L})f(x)
\]
\[
= \sum_{\nu=m}^{m+\ell} \int_M K_{j\nu}(x,y)\Phi_\nu(\sqrt{L})f(y),
\]
where \( K_{j\nu}(\cdot, \cdot) \) is the kernel of the operator \( \varphi_j(\sqrt{L})\tilde{\Phi}_\nu(\sqrt{L}) \).

Choose \( 0 < r < p \) and \( \sigma \geq |s| + d/r + 3d/2 + 1 \). By Theorem 3.1 we have the following bounds on the kernels of the operators \( \varphi_j(\sqrt{L}) \) and \( \tilde{\Phi}_\nu(\sqrt{L}) \):
\[
|\varphi_j(\sqrt{L})(x,y)| \leq cD_{2^{-j},\sigma}(x,y) \leq cD_{b^{-\nu},\sigma}(x,y), \quad |\tilde{\Phi}_\nu(\sqrt{L})(x,y)| \leq cD_{b^{-\nu},\sigma}(x,y),
\]
where \( c \) is a constant independent of \( \lambda, \nu, j, \Phi_\nu, \tilde{\Phi}_0, \tilde{\Phi}_\nu \).
The Besov spaces

Proposition 6.5. Provided

Here for the last inequality we used Lemma 6.4 and (2.9). Finally, applying the

Observe that supp $\Phi_\nu \subset [0, b^{\nu+1}]$ and, therefore, by Proposition 5.2 and Proposition 5.4, $\Phi_\nu(\sqrt{L})f \in \Sigma_{\nu+1}$. Now, using this, (1.2) and (2.1) we get

For the last inequality we used Lemma 6.4 and (2.9). Finally, applying the

Here for the last inequality we used Lemma 6.4 and (2.9). Finally, applying the

Just as above a similar estimate is proved for $j = 0$. Taking into account that $\ell$ is a constant the above estimates imply $\|f\|_{B_{pq}^s} \leq c\|f\|_{\tilde{B}_{pq}^s(\Phi)}$. In the same manner one proves the estimate $\|f\|_{B_{pq}^s(\Phi)} \leq c\|f\|_{B_{pq}^s}$. □

Proposition 6.5. The Besov spaces $B_{pq}^s$ and $\tilde{B}_{pq}^s$ are quasi-Banach spaces which are continuously embedded in $D'$. More precisely, for all admissible indices $s, p, q$, we have:

(a) If $\mu(M) < \infty$, then

provided $2m > d\left(\frac{1}{\min(p, 1)} - 1\right) - s$, and

(b) If $\mu(M) = \infty$, then

provided $2m > \max\left\{0, d\left(\frac{1}{\min(p, 1)} - 1\right) - s\right\}$. 

(6.15) $|\langle f, \phi \rangle| \leq c\|f\|_{B_{pq}^s, \ell} \mathcal{P}_{m, \ell}^*(\phi)$, $f \in B_{pq}^s$, $\phi \in \mathcal{D}$,
provided $2m > d\left(\frac{1}{\min \{p,1\}} - 1\right) - s$ and $\ell > 2d$, and

$$|\langle f, \phi \rangle| \leq c\|f\|_{\tilde{B}^s_{pq}} \mathcal{P}_{m,\ell}(\phi), \quad f \in \tilde{B}^s_{pq}, \quad \phi \in \mathcal{D},$$

provided $2m > \max \{0, d\left(\frac{1}{\min \{p,1\}} - 1\right) - s\}$ and $\ell > \max \{2d, |d\left(\frac{1}{p} - 1\right)| + |s|\}$.

**Proof.** Observe first that the completeness of $B^s_{pq}$ and $\tilde{B}^s_{pq}$ follows readily by the continuous embedding of $B^s_{pq}$ and $\tilde{B}^s_{pq}$ in $\mathcal{D}'$. We shall only prove the continuous embedding of $\tilde{B}^s_{pq}$ in $\mathcal{D}'_{m,\ell}$ in the case when $\mu(M) = \infty$. All other cases are easier and we skip the details.

Choose $\varphi_0, \varphi \in C_0^\infty(\mathbb{R}_+)$ so that $\text{supp} \varphi_0 \subset [0,2]$, $\varphi_0(\lambda) = 0$ for $\lambda \in [0,1]$, $\text{supp} \varphi \subset [2^{-1},2]$, and $\varphi_0^2(2^{-j}\lambda) = 1$ for $\lambda \in \mathbb{R}_+$. Set $\varphi_j(\lambda) := \varphi(2^{-j}\lambda)$ for $j \geq 1$. Then $\sum_{j \geq 0} \varphi_j^2(\lambda) = 1$ for $\lambda \in \mathbb{R}_+$ and hence, using Proposition 5.5, for any $f \in \mathcal{D}'$

$$f = \sum_{j \geq 0} \varphi_j^2(\sqrt{L})f \quad \text{in} \quad \mathcal{D}'.$$

Also, observe that $\{\varphi_j\}_{j \geq 0}$ are just like the functions in the definition of $\tilde{B}^s_{pq}$ and can be used to define an equivalent norm on $\tilde{B}^s_{pq}$ as in (6.8). From (6.17) we get

$$\langle f, \phi \rangle = \sum_{j \geq 0} \langle \varphi_j^2(\sqrt{L})f, \phi \rangle = \sum_{j \geq 0} \langle \varphi_j^2(\sqrt{L})f, \varphi_j(\sqrt{L})\phi \rangle, \quad \phi \in \mathcal{D}.$$

We next estimate $|\varphi_j(\sqrt{L})\phi(x)|$, $j \geq 1$. To this end we set $\omega(\lambda) := \lambda^{-2m}\varphi(\lambda).$ Then $\varphi_j(\sqrt{L}) = 2^{-2mj}\omega(2^{-j}\sqrt{L})\lambda^{2m}$ and hence

$$\varphi_j(\sqrt{L})\phi(x) = 2^{-2mj} \int_M \omega(2^{-j}\sqrt{L})(x, y) L^m \phi(y) d\mu(y).$$

Clearly, $\omega \in C_0^\infty(\mathbb{R}_+)$ and $\text{supp} \omega \subset [1/2,2]$. Therefore, by Theorem 3.1

$$|\omega(2^{-j}\sqrt{L})(x, y)| \leq c|B(y, 2^{-j})|^{-1}(1 + 2\rho(x, y))^{-\ell},$$

where $\ell > 2d$ is from the assumption in (b). On the other hand, since $\phi \in \mathcal{D}$ we have $|L^m \phi(x)| \leq c(1 + \rho(x, x_0))^{-\ell} \mathcal{P}_{m,\ell}(\phi)$. From the above we obtain

$$|\varphi_j(\sqrt{L})\phi(x)| \leq c2^{-2mj} \mathcal{P}_{m,\ell}(\phi) \int_M \frac{d\mu(y)}{|B(y, 2^{-j})|(1 + 2\rho(x, y))^{\ell}(1 + \rho(y, x_0))^{\ell}} \leq c2^{-2mj} \mathcal{P}_{m,\ell}(\phi)(1 + \rho(x, x_0))^{-\ell}.$$

Here for the last inequality we used (2.12) and that $\ell > 2d$.

We are now prepared to estimate the inner products in (6.18). We consider two cases:

Case 1: $1 \leq p \leq \infty$. Then applying Hölder’s inequality $(1/p + 1/p' = 1)$ we get

$$|\langle \varphi_j(\sqrt{L})f, \varphi_j(\sqrt{L})\phi \rangle| \leq \int_M |B(x, 2^{-j})|^{-s/d} |\varphi_j(\sqrt{L})f(x)||B(x, 2^{-j})|^{s/d} |\varphi_j(\sqrt{L})\phi(x)| d\mu(x) \leq \||B(x, 2^{-j})|^{-s/d} \varphi_j(\sqrt{L})f\|_p \||B(x, 2^{-j})|^{s/d} \varphi_j(\sqrt{L})\phi\|_{p'}, \quad j \geq 0.$$
Using (6.19) we obtain for $j \geq 1$

$$Q := \|B(x, 2^{-j})^{s/d} \varphi_j(\sqrt{L})\|_p^p \leq c 2^{-2mjp} p_{m, \ell}(\phi)^{p'} \int_M |B(x, 2^{-j})|^{sp'/d} \frac{d\mu(x)}{(1 + \rho(x, x_0))^{(\ell-s)p'}}.$$

Two cases present themselves here depending on whether $s \geq 0$ or $s < 0$. If $s \geq 0$, then by (2.1) we have $|B(x, 2^{-j})| \leq |B(x, 1)| \leq c_0 (1 + \rho(x, x_0))^d |B(x_0, 1)|$ and hence

$$Q \leq c 2^{-2mjp} p_{m, \ell}(\phi)^{p'} |B(x_0, 1)|^{sp'/d} \int_M \frac{d\mu(x)}{(1 + \rho(x, x_0))^{(\ell-s)p'}} \leq c 2^{-2mjp} p_{m, \ell}(\phi)^{p'} |B(x_0, 1)|^{sp'/d+1},$$

where for the last inequality we used (2.9) and that $(\ell-s)p' > d$, which follows from $\ell > |d(1/p - 1)| + |s|$. In the case $s < 0$ we use that

$$|B(x_0, 1)| \leq c_0 (1 + \rho(x, x_0))^d |B(x, 1)| \leq c_0^2 2^{jd} (1 + \rho(x, x_0))^d |B(x, 2^{-j})|,$$

which is immediate from (1.2),(2.1), to obtain

$$Q \leq c 2^{-j(2m+s)p'} p_{m, \ell}(\phi)^{p'} |B(x_0, 1)|^{sp'/d} \int_M \frac{d\mu(x)}{(1 + \rho(x, x_0))^{(\ell+s)p'}} \leq c 2^{-j(2m+s)p'} p_{m, \ell}(\phi)^{p'} |B(x_0, 1)|^{sp'/d+1}.$$

Here we again used (2.9) and that $(\ell + s)p' > d$ due to $\ell > |d(1/p - 1)| + |s|$. From the above estimates on $Q$ and (6.20) we get for $j \geq 1$

(6.21)

$$\langle \varphi_j(\sqrt{L})f, \varphi_j(\sqrt{L})\phi \rangle \leq c 2^{-j(2m + \min\{s, 0\})} |B(x_0, 1)|^{s/d + 1 - 1/p} \|f\|_{B^p_{p_q}} \mathcal{P}^{*}_{m, \ell}(\phi).$$

It remains to consider the easier case when $j = 0$. Applying Theorem 3.1 to $\varphi_0$ and since $\phi \in \mathcal{D}$, we obtain

$$|\varphi_0(\sqrt{L})(x, y)| \leq c |B(y, 1)|^{-1}(1 + \rho(x, y))^{-\ell} \quad \text{and} \quad |\phi(x)| \leq c (1 + \rho(x, x_0))^{-\ell} \mathcal{P}_{0, \ell}(\phi),$$

which as in (6.19) imply $|\varphi_0(\sqrt{L})\phi(x)| \leq c (1 + \rho(x, x_0))^{-\ell} \mathcal{P}_{0, \ell}(\phi)$. As above this leads to

$$\|B(\cdot, 1)^{s/d} \varphi_j(\sqrt{L})\phi\|_{p'} \leq c |B(x_0, 1)|^{s/d + 1 - 1/p} \mathcal{P}_{0, \ell}(\phi).$$

In turn, this and (6.20) yield (6.21) with $m = 0$ for $j = 0$.

Summing up estimates (6.21), taking into account (6.18) and that $2m > \max\{0, -s\}$, we arrive at (6.16).

Case 2: $0 < p < 1$. Setting $\gamma := s/d - 1/p + 1$, we have for $\phi \in \mathcal{D}$ and $j \geq 1$

$$\|B(\cdot, 2^{-j})^{-\gamma} \varphi_j(\sqrt{L})\|_1 \leq \|B(x, 2^{-j})^{-\gamma + 1 - 1/p} \varphi_j(\sqrt{L})\|_p \leq c \|B(x, 2^{-j})^{-\gamma + 1 - 1/p} \varphi_j(\sqrt{L})\|_p \leq c \|f\|_{B^p_{p_q}}.$$

Since $\varphi_j(\sqrt{L})f \in \Sigma_{2^{j+1}}$, Proposition 3.11 yields

$$\|B(\cdot, 2^{-j})^{-\gamma} \varphi_j(\sqrt{L})\|_1 \leq c \|B(\cdot, 2^{-j})^{-\gamma + 1 - 1/p} \varphi_j(\sqrt{L})\|_p \leq c \|B(\cdot, 2^{-j})^{-s/d} \varphi_j(\sqrt{L})\|_p.$$

On the other hand by (6.19)

$$R := \|B(\cdot, 2^{-j})^{-\gamma} \varphi_j(\sqrt{L})\|_\infty \leq c 2^{-2m(j+1)} \mathcal{P}_{m, \ell}(\phi) \sup_{x \in \mathcal{D}} \frac{|B(x, 2^{-j})|^{\gamma}}{(1 + \rho(x, x_0))^{p'}}.$$
As in the estimation of $Q$ above we obtain $R \leq c2^{-2m}P_{m,t}(\phi)|B(x_0, 1)|^\gamma$ if $\gamma \geq 0$ and $R \leq c2^{-(2m+d_2)}P_{m,t}(\phi)|B(x_0, 1)|^\gamma$ if $\gamma < 0$. Here we used that $\ell \geq d/|\gamma|$ due to $\ell > |d(1/p - 1)| + |s|$. Therefore, for $j \geq 1$

$$
\left|\langle \phi_j(\sqrt{L})f, \varphi_j(\sqrt{L})\phi\rangle\right| \leq c2^{-j(2m+\min(0,d_2))}|B(x_0, 1)|^{s/d+1-1/p}\|f\|_{\tilde{B}^s_p}P_{m,t}(\phi).
$$

Now we complete the proof of (6.16) just as in the case $1 \leq p \leq \infty$, taking into account that $2m > -\min(0,d_2) = \max\{0,d(1/p - 1) - s\}$.

### 6.1. Heat kernel characterization of Besov spaces

We shall show that the Besov spaces $B^s_p$ and $\tilde{B}^s_p$ can be equivalently defined using directly the Heat kernel when $p$ is restricted to $1 \leq p \leq \infty$.

**Definition 6.6.** Given $s \in \mathbb{R}$, let $m$ be the smallest $m \in \mathbb{Z}_+$ such that $m > s$. We define

$$
\|f\|_{B^s_p(H)} := \|e^{-L}f\|_p + \left(\int_0^1 \left[t^{-s/2}\|(tL)^{m/2}e^{-tL}f\|_p\right]^{q/d} dt\right)^{1/q},
$$

$$
\|f\|_{\tilde{B}^s_p(H)} := \|B(\cdot, 1)|^{-s/d}e^{-L}f\|_p + \left(\int_0^1 \|B(\cdot, t^{1/2})|^{-s/d}(tL)^{m/2}e^{-tL}f\|_{p}^q dt\right)^{1/q}
$$

with the usual modification when $q = \infty$.

**Theorem 6.7.** Suppose $s \in \mathbb{R}$, $1 \leq p \leq \infty$, $0 < q \leq \infty$, and $m > s$, $m \in \mathbb{Z}_+$, as in the above definition. Let $f \in \mathcal{D}'$. Then we have:

(a) $f \in B^s_p$ if and only if $e^{-L}f \in L^p$ and $\|f\|_{B^s_p(H)} < \infty$. Moreover, if $f \in B^s_p$ then $\|f\|_{B^s_p} \sim \|f\|_{B^s_p(H)}$.

(b) $f \in \tilde{B}^s_p$ if and only if $\|B(\cdot, 1)|^{-s/d}e^{-L}f \in L^p$ and $\|f\|_{\tilde{B}^s_p(H)} < \infty$. Moreover, if $f \in \tilde{B}^s_p$ then $\|f\|_{\tilde{B}^s_p} \sim \|f\|_{\tilde{B}^s_p(H)}$.

**Proof.** We shall only prove Part (b); the proof of Part (a) is easier and will be omitted. Let $\varphi_0$, $\varphi$, and $\varphi_j$, $j \geq 1$, be precisely as in the proof of Proposition 6.5.

Then for any $f \in \mathcal{D}'$ we have $f = \sum_{j \geq 0} \varphi_j(\sqrt{L})f$ and hence

$$
|B(\cdot, t^{1/2})|^{-s/d}(tL)^{m/2}e^{-tL}\varphi_j^2(\sqrt{L})f = \sum_{j \geq 0} F_j.
$$

It is readily seen that for $j \geq 1$

$$
F_j = |B(\cdot, t^{1/2})|^{-s/d}(tL)^{m/2}e^{-tL}\varphi(2^{-j}\sqrt{L})\varphi(2^{-j}\sqrt{L})f
$$

$$
= |B(\cdot, t^{1/2})|^{-s/d}\varphi(2^{-j}\sqrt{L})\varphi(2^{-j}\sqrt{L})f
$$

where $\omega(\lambda) := (t\lambda^2)\varphi^2(t\lambda^2\varphi)(\lambda)$. As $\varphi \in C^\infty$, supp $\varphi \subset [\frac{1}{2}, 2]$, and $0 \leq \varphi \leq 1$ we have, by Theorem 3.1,

(6.22) $|\omega(2^{-j}\sqrt{L})(x, y)| \leq c_\sigma (t4^{\frac{3}{2}}e^{-t4^{\frac{3}{2}}}|B(x, 2^{-j})|^{-1}(1 + 2^4\rho(x, y))^{-\sigma})$, $\forall \sigma > 0$.

On the other hand, (1.2) and (2.1) easily imply

(6.23) $|B(x, t^{1/2})|^{-s/d} \leq c\left(1 + (t4^{\frac{3}{2}})^{s/d}\right)\left(1 + 2^4\rho(x, y)\right)^{s/d}|B(y, 2^{-j})|^{-s/d}$. 

To this end one has to consider four cases, depending on whether $t^{1/2} \leq 2^{-j}$ or $t^{1/2} > 2^{-j}$ and whether $s \geq 0$ or $s < 0$. Combining the above with (6.22) we obtain

(6.24) $|F_j(x)| \leq c\left(1 + (t4^{\frac{3}{2}})^{-\frac{s}{d}}(t4^{\frac{3}{2}})^{\frac{s}{d}}e^{-t4^{\frac{3}{2}}}\int_M |B(y, 2^{-j})|^{-\frac{s}{d}}\varphi(2^{-j}\sqrt{L})f(y)|B(x, 2^{-j})|^{-1}(1 + 2^4\rho(x, y))^{s/d-\sigma}^{-\sigma}|d\mu(y)$.
We now choose \( \sigma \geq |s| + d + 1 \) and invoke Proposition 2.3 to obtain
\[
\|F_j\|_p \leq c\left(1 + (t4^j)^{-s/2} \right) (t4^j)^m e^{-t4^j} \|B(\cdot, 2^j)^{-\frac{\sigma}{4}} \varphi_j(\sqrt{L}) f\|_p, \quad j \geq 1.
\]
One similarly obtains the estimate
\[
\|F_0\|_p \leq c\|B(\cdot, 1)^{-\frac{\sigma}{4}} \varphi_0(\sqrt{L}) f\|_p.
\]
Putting the above estimates together we obtain for \( 0 < t \leq 1 \)
\[
\|B(\cdot, t^{1/2})^{-s/d} (tL)^{m/2} e^{-tL} f\|_p \leq c \sum_{j \geq 0} \left[ (t4^j)^m + (t4^j)^{(m-s)/2} \right] e^{-t4^j} \|B(\cdot, 2^j)^{-\frac{\sigma}{4}} \varphi_j(\sqrt{L}) f\|_p.
\]
Let \( h_j(t) := [(t4^j)/2 + (t4^j)^{(m-s)/2}] e^{-t4^j} \) and \( b_j := \|B(\cdot, 2^j)^{-\frac{\sigma}{4}} \varphi_j(\sqrt{L}) f\|_p. \)
Then from above
\[
\left( \int_0^1 \|B(\cdot, t^{1/2})^{-s/d} (tL)^{m/2} e^{-tL} f\|_p^q \frac{dt}{t} \right)^{1/q} \leq c \left( \sum_{j \geq 0} h_j(t)b_j \right)^{1/q} \leq c \left( \sum_{j \geq 0} \left( \sum_{\nu \geq 0} a_{j-\nu}b_j \right)^q \right)^{1/q}.
\]
Here
\[
a_{j-\nu} = \max \{ h_j(t) : t \in [4^{-\nu-1}, 4^{-\nu}] \} \leq (4^{j-\nu-1})_m + (t4^j)^{(m-s)/2} \} e^{-t4^j} \nu \in Z.
\]

Three cases present themselves here, depending on whether \( q = \infty, 1 \leq q < \infty \) or \( 0 < q < 1 \). The case when \( q = \infty \) is obvious. If \( 1 < q < \infty \), we apply Young’s inequality to the convolution of the above sequences to obtain
\[
\left( \sum_{\nu \geq 0} \left( \sum_{j \geq 0} a_{j-\nu}b_j \right)^q \right)^{1/q} \leq \sum_{\nu \geq 0} \left( \sum_{j \geq 0} b_j^{q} \right)^{1/q} \leq c \left( \sum_{j \geq 0} b_j^{q} \right)^{1/q},
\]
where we used that \( \sum_{\nu \in Z} a_{\nu} \leq c \) due to \( m > s \). If \( 0 < q \leq 1 \), we apply the \( q \)-triangle inequality and obtain
\[
\sum_{j \geq 0} \left( \sum_{\nu \geq 0} a_{j-\nu}b_j \right)^q \leq \sum_{\nu \geq 0} \sum_{j \geq 0} a_{j-\nu}^{q}b_j^{q} \leq \sum_{\nu \geq 0} a_{\nu}^{q} \sum_{j \geq 0} b_j^{q} \leq c \sum_{j \geq 0} b_j^{q}.
\]
Here we used that \( \sum_{\nu \in Z} a_{\nu}^{q} \leq c \). In both cases, we get
\[
\left( \int_0^1 \|B(\cdot, t^{1/2})^{-s/d} (tL)^{m/2} e^{-tL} f\|_p^q \frac{dt}{t} \right)^{1/q} \leq c \left( \sum_{j \geq 0} b_j^{q} \right)^{1/q} \leq c\|f\|_{B^{s}_{p^{q}}},
\]
It is easier to show that \( \|B(\cdot, 1)^{-s/d} e^{-tL} f\|_p \leq c\|f\|_{B^{s}_{p^{q}}}. \) The proof follows in the footsteps of the above proof and will be omitted. Combining the above two estimates we get \( \|f\|_{B^{s}_{p^{q}}(H)} \leq c\|f\|_{B^{s}_{p^{q}}}. \)

We next prove an estimate in the opposite direction. We only consider the case when \( 0 < q < \infty \); the case \( q = \infty \) is easier. Assume that \( \varphi_0, \varphi, \) and \( \varphi_j, j \geq 1, \) are
as in the definition of $\tilde{B}_{pq}^s$ (Definition 6.1). We can write

\[
|B(x, 2^{-j})|^{-s/d} \varphi_j(\sqrt{tL})f(x) = |B(x, 2^{-j})|^{-s/d}(tL)^{-m/2}e^{tL}(2^{-j}\sqrt{tL})(tL)^{m/2}e^{-tL}f(x)
\]

\[
= |B(x, 2^{-j})|^{-s/d} \omega(2^{-j}\sqrt{tL})(tL)^{m/2}e^{-tL}f(x),
\]

where $\omega(\lambda) := (t\lambda^24^j)^{-m/2}e^{-t\lambda^24^j} \varphi(\lambda)$ and $t \in [4^{-j}, 4^{-j+1}]$. Since $\text{supp } \varphi \subset [1/2, 2]$ we have $\|\omega\|_{\infty} \leq c$ and by Theorem 3.1

\[
|\omega(2^{-j}\sqrt{tL})(x, y)| \leq c_\sigma |B(x, 2^{-j})|^{-1} (1 + 2^j \rho(x, y))^{-\sigma}.
\]

From (2.1) $|B(x, 2^{-j})|^{-s/d} \leq c(1 + 2^j \rho(x, y))^{s/|s|} |B(y, t^{1/2})|^{-s/d}$, $t \in [4^{-j}, 4^{-j+1}]$.

Therefore,

\[
(B(x, 2^{-j})|^{-s/d} \varphi_j(\sqrt{tL})f(x)) \leq c \int_M |B(y, t^{1/2})|^{-s/d}(tL)^{m/2}e^{-tL}f(y)| |B(x, 2^{-j})|^{-1}(1 + 2^j \rho(x, y))^{-\sigma} d\mu(y).
\]

Choosing $\sigma \geq |s| + d + 1$ and applying Proposition 2.3, we get

\[
\|B(\cdot, 2^{-j})|^{-s/d} \varphi_j(\sqrt{tL})f\|_p \leq c \|B(\cdot, t^{1/2})|^{-s/d}(tL)^{m/2}e^{-tL}f\|_p
\]

for $t \in [4^{-j}, 4^{-j+1}]$ and hence for $j \geq 1$

\[
\|B(\cdot, 2^{-j})|^{-s/d} \varphi_j(\sqrt{tL})f\|_p \leq c \int_{4^{-j}}^{4^{-j+1}} \|B(\cdot, t^{1/2})|^{-s/d}(tL)^{m/2}e^{-tL}f\|_p dt.
\]

Also, one easily obtains

\[
\|B(\cdot, 1)|^{-s/d} \varphi_0(\sqrt{tL})f\|_p \leq c \|B(\cdot, 1)|^{-s/d}e^{-L}f\|_p.
\]

Summing up the former estimates for $j = 1, 2, \ldots$ and using the result and the latter estimate in the definition of $\|f\|_{\tilde{B}_{pq}^s}$ we get $\|f\|_{\tilde{B}_{pq}^s} \leq c\|f\|_{\tilde{B}_{pq}(H)}$. 

Remark 6.8. From the above proof it easily follows that whenever $f$ is a function the terms $\|e^{-L}f\|_p$ and $\|B(\cdot, 1)|^{-s/d}e^{-L}f\|_p$ in Definition 6.6 can be replaced by $\|f\|_p$ and $\|B(\cdot, 1)|^{-s/d}f\|_p$, respectively.

Also, observe that in the case when $s > 0$ Theorem 6.7 (a) follows readily from the characterization of $\tilde{B}_{pq}^s$ by means of linear approximation from $\Sigma^p_0$, see [6], §6.1.

6.2. Frame decomposition of Besov spaces. Our primary goal here is to show that the Besov spaces introduced by Definition 6.1 can be characterized in terms of respective sequence norms of the frame coefficients of distributions, using the frames from §4.

 Everywhere in this subsection $\{\psi_\xi\}_{\xi \in \mathcal{X}}$, $\{\tilde{\psi}_\xi\}_{\xi \in \mathcal{X}}$ will be the pair of dual frames from §§4.2-4.3, $\mathcal{X} := \cup_{j \geq 0} \mathcal{X}_j$ will denote the sets of the centers of the frame elements and $\{A_\xi\}_{\xi \in \mathcal{X}}$ will be the associated partitions of $M$.

Our first order of business is to introduce the sequence spaces $b_{pq}^s$ and $\tilde{b}_{pq}^s$.

Definition 6.9. Let $s \in \mathbb{R}$ and $0 < p, q \leq \infty$.

(a) $b_{pq}^s$ is defined as the space of all complex-valued sequences $a := \{a_\xi\}_{\xi \in \mathcal{X}}$ such that

\[
\|a\|_{b_{pq}^s} := \left( \sum_{j \geq 0} b^{jq} \left( \sum_{\xi \in \mathcal{X}_j} \left( |B(\xi, b^{-j})|^{1/p-1/2} |a_\xi| \right)^p \right)^q \right)^{1/q} < \infty.
\]
Let 

\[ \tau > d/r \]

(6.29) then 

\[ \|a\|_{b^\tau_{pq}} := \left( \sum_{j \geq 0} \left( \sum_{\xi \in X_j} \left( |B(\xi, b^{-j})|^{-s/d+1/p-1/2}|a_\xi| \right)^p \right)^{1/p} \right)^{1/q} < \infty. \]

Above as usual the \( \ell^p \) or \( \ell^q \) norm is replaced by the sup-norm if \( p = \infty \) or \( q = \infty \).

In our further analysis we shall use the “analysis” and “synthesis” operators defined by

(6.30) 

\[ S_\psi : f \rightarrow \{ (f, \tilde{\psi}) \}_{\xi \in X} \quad \text{and} \quad T_\psi : \{ a_\xi \}_{\xi \in X} \rightarrow \sum_{\xi \in X} a_\xi \psi_\xi. \]

Here the roles of \( \{ \psi_\xi \} \) and \( \{ \tilde{\psi}_\xi \} \) can be interchanged.

**Theorem 6.10.** Let \( s \in \mathbb{R} \) and \( 0 < p, q \leq \infty \). (a) The operators \( S_{\tilde{\psi}} : B_{pq}^* \to b^p_{pq} \) and \( T_{\psi} : b_q^* \to B_{pq}^* \) are bounded and \( T_{\psi} \circ S_{\tilde{\psi}} = Id \) on \( B_{pq}^* \). Consequently, for \( f \in D' \) we have \( f \in B_{pq}^* \) if and only if \( \{ (f, \tilde{\psi}_\xi) \}_{\xi \in X} \in b^p_{pq} \). Moreover, if \( f \in B_{pq}^* \), then \( \|f\|_{B_{pq}^*} \sim \|\{ (f, \tilde{\psi}_\xi)\}\|_{b^p_{pq}} \) and under the reverse doubling condition (1.6)

(6.31) 

\[ \|f\|_{B_{pq}^*} \sim \left( \sum_{j \geq 0} \left[ \left( \sum_{\xi \in X_j} \|f, \tilde{\psi}_\xi\|_{\psi_\xi}^p \right)^{1/p} \right]^{1/q} \right)^{1/q}. \]

(b) The operators \( S_{\tilde{\psi}} : \tilde{b}_{pq}^* \to \tilde{b}_{pq}^* \) and \( T_{\psi} : \tilde{b}_{pq}^* \to \tilde{b}_{pq}^* \) are bounded and \( T_{\psi} \circ S_{\tilde{\psi}} = Id \) on \( \tilde{b}_{pq}^* \). Hence, \( f \in \tilde{b}_{pq}^* \iff \{ (f, \tilde{\psi}_\xi) \}_{\xi \in X} \in \tilde{b}_{pq}^* \). Furthermore, if \( f \in \tilde{b}_{pq}^* \), then \( \|f\|_{\tilde{b}_{pq}^*} \sim \|\{ (f, \tilde{\psi}_\xi)\}\|_{\tilde{b}_{pq}^*} \) and under the reverse doubling condition (1.6)

(6.32) 

\[ \|f\|_{\tilde{b}_{pq}^*} \sim \left( \sum_{j \geq 0} \left[ \left( \sum_{\xi \in X_j} \left( |B(\xi, b^{-j})|^{-s/d+1/p-1/2} \|f, \tilde{\psi}_\xi\|_{\psi_\xi} \right)^p \right)^{1/p} \right]^{1/q} \right)^{1/q}. \]

Above in (a) and (b) the roles of \( \{ \psi_\xi \} \) and \( \{ \tilde{\psi}_\xi \} \) can be interchanged.

To prove this theorem we need some technical results which will be presented next.

**Definition 6.11.** For any set of complex numbers \( \{ a_\xi \}_{\xi \in X_j} (j \geq 0) \) we define

(6.33) 

\[ a_\xi := \sum_{\eta \in X_j} \frac{|a_\eta|}{(1 + b^j \rho(\eta, \xi))^\tau} \quad \text{for} \quad \xi \in X_j, \]

where \( \tau > 1 \) is a sufficiently large constant that will be selected later on.

**Lemma 6.12.** Let \( 0 < r < 1 \) and assume that \( \tau \) in the definition (6.31) of \( a_\xi \) obeys \( \tau > d/r \). Then for any set of complex numbers \( \{ a_\xi \}_{\xi \in X_j} (j \geq 0) \) we have

(6.34) 

\[ \sum_{\xi \in X_j} a_\xi \mathbb{1}_{A_{c^\tau}}(x) \leq c M_r \left( \sum_{\eta \in X_j} |a_\eta| \mathbb{1}_{A_{c^\tau}}(x) \right)(x), \quad x \in M. \]

**Proof.** Fix \( \xi \in X_j \) and set \( S_0 := \{ \eta \in X_j : \rho(\xi, \eta) \leq c^\tau b^{-j} \} \) and \( S_m := \{ \eta \in X_j : c^\tau b^{-j+m-1} < \rho(\xi, \eta) \leq c^\tau b^{-j+m} \} \),
where $c^0 := \gamma b^{-1}$ with $\gamma$ being the constant from the construction of the frames in §4.2. Let $B_m := B(\xi, c^0(b^m + 1)b^{-j})$. Note that $A_\eta \subset B_m$ if $\eta \in S_r$, $0 \leq \ell \leq m$, and hence, using (1.2),

\begin{equation}
\frac{|B_m|}{|A_\eta|} \leq \frac{|B(\eta, 2c^0(b^m + 1)b^{-j})|}{|B(\eta, c^02^{-1}b^{-j-1})|} \leq c\delta^{dn}.
\end{equation}

We have

\[ a_\xi^* \leq c \sum_{m \geq 0} b^{-m\tau} \sum_{\eta \in S_m} |a_\eta| \leq c \sum_{m \geq 0} b^{-m\tau} \left( \sum_{\eta \in S_m} |a_\eta|^r \right)^{1/r}
\]

and using (6.33)

\[ a_\xi^* \leq c \sum_{m \geq 0} b^{-m\tau} \left( \int_M \left[ \sum_{\eta \in S_m} |a_\eta||A_\eta|^{-1/r} \mathbb{1}_{A_\eta} \right] d\mu(y) \right)^{1/r}
\]

\[ \leq c \sum_{m \geq 0} b^{-m\tau} \left( \frac{1}{|B_m|} \int_{B_m} \left[ \sum_{\eta \in S_m} \left| \frac{|B_m|}{|A_\eta|} \right|^{1/r} |a_\eta| \mathbb{1}_{A_\eta} \right] d\mu(y) \right)^{1/r}
\]

\[ \leq c \sum_{m \geq 0} b^{-m(\tau - d/r)} \left( \frac{1}{|B_m|} \int_{B_m} \left[ \sum_{\eta \in S_m} |a_\eta| \mathbb{1}_{A_\eta} \right] d\mu(y) \right)^{1/r}
\]

\[ \leq c \mathcal{M}_r \left( \sum_{\eta \in S_m} |a_\eta| \mathbb{1}_{A_\eta} \right) \sum_{m \geq 0} b^{-m(\tau - d/r)} \leq c \mathcal{M}_r \left( \sum_{\eta \in S_m} |a_\eta| \mathbb{1}_{A_\eta} \right) \text{ for } x \in A_\xi,
\]

which confirms (6.32).

\[ \square \]

**Lemma 6.13.** Let $0 < p < \infty$ and $\gamma \in \mathbb{R}$. Then for any $g \in \Sigma_{\eta^{j+2}}$, $j \geq 0$,

\begin{equation}
\left( \sum_{\xi \in X_j} |B(\xi, b^{-j})|^{\gamma p} \sup_{x \in A_\xi} |g(x)|^p |A_\xi| \right)^{1/p} \leq c ||B(\cdot, b^{-j})|^{\gamma} g(\cdot) ||_{L^p}.
\end{equation}

**Proof.** Let $0 < r < p$. We have

\[ \sum_{\xi \in X_j} |B(\xi, b^{-j})|^{\gamma p} \sup_{x \in A_\xi} |g(x)|^p |A_\xi| \]

\[ \leq c \int_M \sum_{\xi \in X_j} \mathcal{M}_r \left( \frac{|B(x, b^{-j})|^{\gamma} |g(x)|}{(1 + b^j \rho(x, y))^{d/r}} \right)^D \mathbb{1}_{A_\xi}(y) d\mu(y)
\]

\[ \leq c \int_M \left( \sup_{x \in M} \frac{|B(x, b^{-j})|^{\gamma} |g(x)|}{(1 + b^j \rho(x, y))^{d/r}} \right)^D d\mu(y)
\]

\[ \leq c \int_M \mathcal{M}_r \left( |B(\cdot, b^{-j})|^{\gamma} g(y) \right)^D d\mu(y)
\]

\[ \leq c \int_M \left( |B(y, b^{-j})|^{\gamma} |g(y)| \right)^D d\mu(y),
\]

which confirms (6.34). Here for the first inequality we used that $A_\xi \subset B(\xi, cb^{-j})$ and $|B(\xi, b^{-j})| \sim |B(x, b^{-j})|$ if $x \in A_\xi$, for the third we used Lemma 6.4, and for the last inequality we used the boundedness of the maximal operator $\mathcal{M}_r$ on $L^p$ when $r < p$.

\[ \square \]

**Proof of Theorem 6.10.** We shall only carry out the proof for the spaces $\tilde{B}^s_{pq}$. Also, we only consider the case when $p, q < \infty$. The other cases are similar.
We first prove the boundedness of the synthesis operator $T_{\psi} : \tilde{\B}^s_{pq} \to \tilde{\B}^s_{pq}$. To this end we shall first prove it for finitely supported sequences and then extend it to the general case. Let $a = \{a_\xi\}_{\xi \in \mathcal{X}}$ be a finitely supported sequence and set $f := T_{\psi} a = \sum_{\xi \in \mathcal{X}} a_{\xi} \psi_{\xi}$. We shall use the norm on $\tilde{\B}^s_{pq}$ defined in (6.8) (see Proposition 6.3). We have

$$\Phi_j(\sqrt{L}) f = \sum_{m=j-1}^{j+1} \sum_{\xi \in \mathcal{X}_m} a_{\xi} \Phi_j(\sqrt{L}) \psi_{\xi} \quad \text{with} \quad \mathcal{X}_{-1} := \emptyset.$$  

Choose $r$ and $\sigma$ so that $0 < r < p$ and $\sigma \geq |s| + d/r + 5d/2 + 1$. By Theorem 3.1 we have the following bound on the kernel $\Phi_j(\sqrt{L})(x, y)$ of the operator $\Phi_j(\sqrt{L})$:

$$|\Phi_j(\sqrt{L})(x, y)| \leq c D_{b^s_{-j, \sigma}}(x, y) \leq c D_{b^s_{-m, \sigma}}(x, y) \leq c |B(y, b^m)|^{-1}(1 + b^m \rho(x, y))^{-\sigma + d/2}, \quad j - 1 \leq m \leq j + 1.$$  

On the other hand, by (4.19) it follows that

$$|\psi_{\xi}(x)| \leq c |B(\xi, b^m)|^{-1/2}(1 + b^m \rho(x, \xi))^{-\sigma}, \quad \xi \in \mathcal{X}_m.$$  

Therefore, for $\xi \in \mathcal{X}_m$, $j - 1 \leq m \leq j + 1$,

$$|\Phi_j(\sqrt{L}) \psi_{\xi}(x)| = \left| \int_{M} |\Phi_j(\sqrt{L})(x, y) \psi_{\xi}(y) d\mu(y)| \right| \leq \frac{c}{|B(\xi, b^m)|^{1/2} \int_{M} |B(y, b^m)|^{1/2}(1 + b^m \rho(x, \xi))^{\sigma-d/2} \int_{M} (1 + b^m \rho(x, \xi))^{\sigma-d/2}.$$  

Here for the last inequality we used (2.11) and that $\sigma > 5d/2$. From the above we infer

$$|B(x, b^{-j})|^{-s/d} |\Phi_j(\sqrt{L}) f(x)| \leq c \sum_{m=j-1}^{j+1} \sum_{\xi \in \mathcal{X}_m} |a_{\xi}| |B(x, b^{-j})|^{-s/d} |B(\xi, b^{-m})|^{1/2}(1 + b^m \rho(x, \xi))^{\sigma-d/2}$$  

$$\leq c \sum_{m=j-1}^{j+1} \sum_{\xi \in \mathcal{X}_m} |a_{\xi}| |B(\xi, b^{-j})|^{-s/d-1/2} (1 + b^m \rho(x, \xi))^{\sigma-s|s|d/2}, \quad x \in M.$$  

Let $\mathcal{X}_{m, x} := \{\eta \in \mathcal{X}_m : \eta \in A_{\eta}\}$ and set $Q_{\xi} := |a_{\xi}| |B(\xi, b^{-m})|^{-s/d-1/2}$. Then the above yields

$$|B(x, b^{-j})|^{-s/d} |\Phi_j(\sqrt{L}) f(x)| \leq c \sum_{m=j-1}^{j+1} \sum_{\eta \in \mathcal{X}_{m, x}} \sum_{\xi \in \mathcal{X}_m} |a_{\xi}| |B(\xi, b^{-j})|^{-s/d-1/2} (1 + b^m \rho(\eta, \xi))^{d/r+1}$$  

$$= c \sum_{m=j-1}^{j+1} \sum_{\eta \in \mathcal{X}_{m, x}} Q_{\eta}^* \mathbb{1}_{A_{\eta}}(x) = c \sum_{m=j-1}^{j+1} \sum_{\eta \in \mathcal{X}_m} Q_{\eta}^* \mathbb{1}_{A_{\eta}}(x) \leq c \sum_{m=j-1}^{j+1} \sum_{\eta \in \mathcal{X}_m} Q_{\eta}^* \mathbb{1}_{A_{\eta}}(x).$$
where we used that \( \sigma \geq |s| + d/r + d/2 + 1 \) and for the last inequality we applied Lemma 6.12 with \( r = d/r + 1 \). Therefore,

\[
\| B(\cdot, b^{-j})^{−s/d} |\Phi_j(\sqrt{L}) f(\cdot)\|_p \leq c \sum_{m=j-1}^{j+1} \| \mathcal{M}_r \left( \sum_{\eta \in \mathcal{X}_m} Q_\eta \mathbb{I}_{A_\eta} \right)(\cdot) \|_p
\]

\[
\leq c \sum_{m=j-1}^{j+1} \left\| \sum_{\eta \in \mathcal{X}_m} Q_\eta \mathbb{I}_{A_\eta} \right\|_p
\]

\[
\leq c \sum_{m=j-1}^{j+1} \left( \sum_{\eta \in \mathcal{X}_m} \| B(\eta, b^{-m})^{−s/d+1/p−1/2}|a_\eta|^p \right)^{1/p}.
\]

Here for the second inequality we used the maximal inequality (2.19) and for the last inequality that \( |A_\eta| \sim |B(\eta, b^{-m})| \) for \( \eta \in \mathcal{X}_m \). We insert the above in the Besov norm from (6.8) to obtain \( \| f \|_{\tilde{B}^s_{pq}(\Phi)} \leq c \| \{ a_\xi \} \|_{\tilde{B}^s_{pq}} \). Thus

\[(6.35) \quad \| T_\psi a \|_{\tilde{B}^s_{pq}(\Phi)} \leq c \| a \|_{\tilde{B}^s_{pq}} \quad \text{for any finitely supported sequence} \ a = \{ a_\xi \}.
\]

Let now \( a = \{ a_\xi \}_{\xi \in \mathcal{X}} \) be an arbitrary sequence in \( \tilde{B}^s_{pq} \). We order arbitrarily the elements of \( \{ a_\xi \}_{\xi \in \mathcal{X}} \) in a sequence with indices \( 1, 2, \ldots \) and denote by \( \mathcal{X}' \subset \mathcal{X} \) the indices in \( \mathcal{X} \) of the first \( j \) elements of the sequence. Since \( \| \{ a_\xi \} \|_{\tilde{B}^s_{pq}} < \infty \) it readily follows that \( \{ a_\xi \}_{\xi \in \mathcal{X}'} \rightarrow \{ a_\xi \}_{\xi \in \mathcal{X}} \) in \( \tilde{B}^s_{pq} \) as \( j \rightarrow \infty \). This and (6.35) implies that the series \( \sum_{\xi \in \mathcal{X}} a_\xi \psi_\xi \) converges in the norm of \( \tilde{B}^s_{pq} \) and by the continuous embedding of \( \tilde{B}^s_{pq} \) into \( \mathcal{D}' \) (Proposition 6.5) it converges in \( \mathcal{D}' \) as well. Therefore, \( T_\psi a = \sum_{\xi \in \mathcal{X}} a_\xi \psi_\xi \) is well defined for \( a = \{ a_\xi \} \in \tilde{B}^s_{pq} \). The boundedness of the operator \( T_\psi : \tilde{B}^s_{pq} \rightarrow \tilde{B}^s_{pq} \) follows by a simple limiting argument from (6.35).

We now turn to the proof of the boundedness of the operator \( S_\psi : B^s_{pq} \rightarrow \tilde{B}^s_{pq} \). Let \( f \in \tilde{B}^s_{pq} \). From (4.40) or (4.47) it follows that

\[
\langle f, \tilde{\psi}_\xi \rangle = c_\epsilon |A_\xi|^{1/2} \left[ \Gamma_{\lambda_j} f(\xi) + S_{\lambda_j} \Gamma_{\lambda_j} f(\xi) \right]
\]

and hence

\[
\sum_{\xi \in \mathcal{X}_j} \left( |B(\xi, b^{-j})^{−s/d+1/p−1/2}|(f, \tilde{\psi}_\xi) \right)^p \leq c \sum_{\xi \in \mathcal{X}_j} |B(\xi, b^{-j})^{−s/p}| |\Gamma_{\lambda_j} f(\xi)| |A_\xi| + c \sum_{\xi \in \mathcal{X}_j} |B(\xi, b^{-j})^{−s/p}| |S_{\lambda_j} \Gamma_{\lambda_j} f(\xi)| |A_\xi|.
\]

Since \( \Gamma_{\lambda_j} f \in \Sigma_{bij+2} \) we can apply Lemma 6.13 to obtain

\[(6.36) \quad \sum_{\xi \in \mathcal{X}_j} |B(\xi, b^{-j})^{−s/p}| |\Gamma_{\lambda_j} f(\xi)| |A_\xi| \leq c \| B(\cdot, b^{-j})^{−s/d} \Gamma_{\lambda_j} f \|_{p}^p.
\]

To estimate the second sum above we denote \( g_j(x) := |B(x, b^{-j})^{−s/d}\Gamma_{\lambda_j} f(x) \) and choose \( r \) and \( \sigma \) so that \( 0 < r < p \) and \( \sigma \geq |s| + d/r + 3d/2 + 1 \). Observe that by Lemma 4.2 (b) it follows that

\[
|S_{\lambda_j}(x, y)| \leq cD_{bij, \sigma}(x, y) \leq c|B(x, b^{-j})|^{-1}(1 + b^r p(x, y))^{-\sigma+d/2}
\]
and hence
\[
|B(\xi, b^{-j})|^{-s/d}|S_\lambda \Gamma_\lambda f(\xi)| \\
\leq c \int_M |\Gamma_\lambda f(y)| |B(\xi, b^{-j})|^{-s/d-1} \frac{d\mu(y)}{(1 + b^\sigma(\xi, y))^{s-1/2}} \\
\leq c \sup_{y \in M} \frac{|g_j(y)|}{(1 + b^\sigma(\xi, y))^{s-|s|/2-1}} \int_M |B(\xi, b^{-j})|^{-1} \frac{d\mu(y)}{(1 + b^\sigma(\xi, y))^{d+1}} \\
\leq c \sup_{y \in M} \frac{|g_j(y)|}{(1 + b^\sigma(z, y))^{d/r}} \leq c M_r(g_j)(z), \quad z \in A_\xi.
\]
(6.37)

Here for the second inequality we used that
\[
|B(\xi, b^{-j})|^{-s/d} \leq c (1 + b^\sigma(\xi, y))^{s}|B(y, b^{-j})|^{-s/d},
\]
which follows by (2.1), for the third inequality we used \( \sigma \geq |s| + d/r + 3d/2 + 1 \) and (2.9), and for the last inequality we applied Lemma 6.4. Thus, applying the maximal inequality
\[
\sum_{\xi} |B(\xi, b^{-j})|^{-s/p/d} |S_\lambda \Gamma_\lambda f(\xi)|^p A_\xi \leq c \sum_{\xi} \int_{A_\xi} [M_r(g_j)(z)]^p d\mu(z) \\
= c \int_M [M_r(|B(\cdot, b^{-j})|^{-s/d} \Gamma_\lambda f(\cdot))(z)]^p d\mu(z) \leq c \int |B(\cdot, b^{-j})|^{-s/d} \Gamma_\lambda f|^p.
\]
From this and (6.36) we infer
\[
\sum_{\xi} \left( |B(\xi, b^{-j})|^{-s/(d+1/p-1/2)} |\langle f, \hat{\psi}_\xi \rangle| \right)^p \leq c \|\cdot, b^{-j})|^{-s/d} \Gamma_\lambda f\|_p^p, \quad j \geq 0.
\]
Inserting this in the \( \tilde{B}^s_{pq} \)-norm we get
\[
\|\langle f, \hat{\psi}_\xi \rangle\|_{\tilde{B}^s_{pq}} \leq c \|f\|_{\tilde{B}^s_{pq}(\Gamma)} \leq c \|f\|_{\tilde{B}^s_{pq}},
\]
where we used that the functions \( \Gamma_j, j \geq 0 \), can be used to define an equivalent norm in \( B^s_{pq} \) (see Proposition 6.3). Thus the boundedness of the operator \( S_\psi \) is established.

The equality \( T_\psi \circ S_\psi = Id \) on \( B^s_{pq} \) follows by Proposition 5.5 (c).

Assuming the reverse doubling condition (1.6), we have \( \|\hat{\psi}_\xi\|_p \sim |B(\xi, b^{-j})|^{1/p-1/2} \) from (4.22), which leads to (6.30). \( \square \)

6.3. Embedding of Besov spaces. Here we show that the Besov spaces \( B^s_{pq} \) and \( \tilde{B}^s_{pq} \) embed “correctly”.

**Proposition 6.14.** Let \( 0 < p < p_1 < \infty, 0 < q \leq q_1 \leq \infty, -\infty < s_1 \leq s < \infty. \) Then we have the continuous embeddings
\[
B^s_{pq} \subset B^{s_1}_{p_1 q_1} \quad \text{and} \quad \tilde{B}^s_{pq} \subset \tilde{B}^{s_1}_{p_1 q_1} \quad \text{if} \quad s/d - 1/p = s_1/d - 1/p_1.
\]
Here for the left-hand side embedding we assume in addition the non-collapsing condition (1.7).

**Proof.** This assertion follows easily by Proposition 3.11. Let \( \{\varphi_j\}_{j \geq 0} \) be the functions from the definition of Besov spaces (Definition 6.1). Given \( f \in B^{s_1}_{p_1 q_1} \) we
evidently have $\varphi_j(\sqrt{L})f \in \Sigma_{2^i + 1}$ and using (3.26)
\[
\|B(\cdot, 2^{-j})^{-s_1/d} \varphi_j(\sqrt{L})f(\cdot)\|_{p, i} \leq c\|B(\cdot, 2^{-j-1})^{-s_1/d} \varphi_j(\sqrt{L})f(\cdot)\|_{p, i}
\]
\[
\leq c\|B(\cdot, 2^{-j-1})^{-s_1/d + 1/p - 1/p} \varphi_j(\sqrt{L})f(\cdot)\|_p
\]
\[
\leq c\|B(\cdot, 2^{-j})^{-s/d} \varphi_j(\sqrt{L})f(\cdot)\|_p,
\]
which readily implies $\|f\|_{\tilde{B}^s_{p, q}} \leq c\|f\|_{\tilde{B}^s_{p, q}}$ and hence the right-hand embedding in (6.38) holds. The left-hand side imbedding in (6.38) follows in the same manner using (3.27). □

6.4. Characterization of Besov spaces via linear approximation from \(\Sigma^p_\tau\).
It is natural and easy to characterize the Besov spaces \(B^s_{pq}\) with \(s > 0\) and \(p \geq 1\) by means of linear approximation from \(\Sigma^p_\tau\), \(\tau > 1\). In fact, in this case the Besov space \(B^s_{pq}\) is the same as the respective approximation space \(A^s_{pq}\) associated with linear approximation from \(\Sigma^p_\tau\). We refer the reader to [6], §3.5 and §6.1, for a detailed account of this relationship and more.

6.5. Application of Besov spaces to nonlinear approximation. Our aim here is to deploy the Besov spaces to nonlinear approximation. We shall consider nonlinear \(n\)-term approximation for the frame \(\{\psi_\eta\}_{\eta \in X}\) defined in §4.2 with dual frame \(\{\tilde{\psi}_\eta\}_{\eta \in X}\) from §4.3 or the tight frame \(\{\psi_\eta\}_{\eta \in X}\) from §4.4.

In this part, we make the additional assumption that the reverse doubling condition (1.5) is valid, and hence (2.2) holds.

Denote by \(\Omega_n\) the nonlinear set of all functions \(g\) of the form
\[
g = \sum_{\xi \in \Lambda_n} a_\xi \psi_\xi,
\]
where \(\Lambda_n \subset X\), \(#\Lambda_n \leq n\), and \(\Lambda_n\) may vary with \(g\). We let \(\sigma_n(f)_p\) denote the error of best \(L^p\)-approximation to \(f \in L^p(M, d\mu)\) from \(\Omega_n\), i.e.
\[
\sigma_n(f)_p := \inf_{g \in \Omega_n} \|f - g\|_p.
\]
The approximation will take place in \(L^p\), \(1 \leq p < \infty\). Suppose \(s > 0\) and let \(1/\tau := s/d + 1/p\). The Besov space
\[
\tilde{B}^s_{\tau} := \tilde{B}^s_{\tau, \tau}
\]
will play a prominent role.

We shall utilize the representation of functions in \(L^p\) via \(\{\psi_\eta\}_{\eta \in X}\), given in Theorem 4.3 & Proposition 5.5: For any \(f \in L^p\), \(1 \leq p < \infty\),
\[
(6.39) \quad f = \sum_{\xi \in X} \langle f, \tilde{\psi}_\xi \rangle \psi_\xi \quad \text{in} \quad L^p.
\]
It is readily seen that Theorem 6.10 and \(\|\psi_\xi\|_p \sim |B(\xi, b^{-j})|^{1/p - 1/2}\) for \(\xi \in X_j\), \(j \geq 0\), \(0 < p \leq \infty\), (see (4.22)) imply the following representation of the norm in \(\tilde{B}^s_{\tau}\):
\[
(6.40) \quad \|f\|_{\tilde{B}^s_{\tau}} \sim \left( \sum_{\xi \in X} \|\langle f, \tilde{\psi}_\xi \rangle \psi_\xi\|_p^\tau \right)^{1/\tau} =: \mathcal{N}(f).
\]

The next embedding result shows the importance of the spaces \(\tilde{B}^s_{\tau}\) for nonlinear \(n\)-term approximation from \(\{\psi_\eta\}_{\eta \in X}\).
Proposition 6.15. If \( f \in \tilde{B}_p^* \), then \( f \) can be identified as a function \( f \in L^p \) and
\[
\|f\|_p \leq \left\| \sum_{\xi \in \mathcal{X}} |(f, \tilde{\psi}_\xi)\psi_\xi(\cdot)| \right\|_p \leq c\|f\|_{\tilde{B}_p^*}.
\]

We can now give the main result in this section (Jackson estimate):

Theorem 6.16. If \( f \in \tilde{B}_p^* \), then
\[
\| \sigma_n(f) \|_p \leq cn^{-s/d}\|f\|_{\tilde{B}_p^*}, \quad n \geq 1.
\]

The proofs of Proposition 6.15 and Theorem 6.16 rely on the following lemma.

Lemma 6.17. Let \( g = \sum_{\xi \in \mathcal{Y}_n} a_\xi \tilde{\psi}_\xi \), where \( \mathcal{Y}_n \subset \mathcal{X} \) and \#\( \mathcal{Y}_n \) \( \leq n \). Suppose \( \|a_\xi \tilde{\psi}_\xi\|_p \leq K \) for \( \xi \in \mathcal{Y}_n \), where \( 0 < p < \infty \). Then \( \|g\|_p \leq cKn^{1/p} \).

Proof. This lemma is trivial when \( 0 < p \leq 1 \). Suppose \( 1 < p < \infty \). As in the definition of \( \{\psi_\xi\}_{\xi \in \mathcal{X}} \) in §4.2, assume that \( \{A_\xi\}_{\xi \in \mathcal{X}_j} \) (\( j \geq 0 \)) is a companion to \( \mathcal{X}_j \) disjoint partition of \( M \) such that \( B(\xi, \delta_j/2) \subset A_\xi \subset B(\xi, \delta_j) \), \( \xi \in \mathcal{X}_j \), with \( \delta_j = \gamma b^{-j-2} \). Fix \( 0 < t < 1 \), e.g. \( t = 1/2 \). By the excellent space localization of \( \psi_\xi \), given in (4.19), and (2.21) it follows that
\[
|\psi_\xi(x)| \leq c(M_t \tilde{\mathcal{I}}_{A_\xi})(x), \quad x \in M, \ \xi \in \mathcal{X},
\]
and applying the maximal inequality (2.19) we obtain
\[
\|g\|_p \leq c\left\| \sum_{\xi \in \mathcal{Y}_n} \mathcal{M}_t(a_\xi \tilde{\mathcal{I}}_{A_\xi}) \right\|_p \leq c\left\| \sum_{\xi \in \mathcal{Y}_n} |a_\xi| \tilde{\mathcal{I}}_{A_\xi} \right\|_p.
\]

On the other hand, from \( \|a_\xi \tilde{\psi}_\xi\|_p \leq K \) and \( \|\tilde{\psi}_\xi\|_p \sim |B(\xi, b^{-j})|^{1/2} \) it follows that \( |a_\xi| \leq cK|A_\xi|^{1/2} \) and hence
\[
\|g\|_p \leq cK \sum_{\xi \in \mathcal{Y}_n} |A_\xi|^{-1/p} \tilde{\mathcal{I}}_{A_\xi} \|_p.
\]

For any \( \xi \in \mathcal{X} \) we denote by \( \mathcal{X}_\xi \) the set of all \( \eta \in \mathcal{X} \) such that \( A_\eta \cap A_\xi \neq \emptyset \) and \( \ell(\eta) \leq \ell(\xi) \), where \( \ell(\eta), \ell(\xi) \) are the levels of \( \eta, \xi \) in \( \mathcal{X} \) (e.g. \( \ell(\xi) = j \) if \( \xi \in \mathcal{X}_j \)).

Suppose \( \xi \in \mathcal{X}_j \) and let \( \eta \in \mathcal{X}_j \cap \mathcal{X}_\eta \) for some \( \nu \leq j \). Since \( A_\eta \cap A_\xi \neq \emptyset \) then \( \rho(\xi, \eta) \leq cb^{-\nu} \). Applying (2.2) we get \( |B(\xi, \gamma b^{-\nu-2}/2)| \geq cb^{(j-\nu)\xi} |B(\xi, \gamma b^{-j-2})| \) and using also (2.1) we obtain
\[
|A_\xi| \leq |B(\xi, \gamma b^{-j-2})| \leq cb^{(j-\nu)\xi} |B(\xi, \gamma b^{-\nu-2}/2)|
\leq cb^{(j-\nu)\xi} \left[ 1 + 2\gamma b^{-\nu+2} \rho(\xi, \eta) \right] |B(\eta, \gamma b^{-\nu-2}/2)| \leq cb^{(j-\nu)\xi} |A_\eta|.
\]

Hence \( |A_\xi|/|A_\eta| \leq cb^{(j-\nu)\xi} \) and therefore
\[
\sum_{\eta \in \mathcal{X}_\xi} \left( |A_\xi|/|A_\eta| \right)^{1/p} \leq c < \infty.
\]

Let \( E := \bigcup_{\xi \in \mathcal{X}_n} A_\xi \) and set \( \omega(x) := \min\{|A_\xi| : \xi \in \mathcal{Y}_n, x \in A_\xi\} \) for \( x \in E \). By (6.44) it follows that
\[
\sum_{\xi \in \mathcal{Y}_n} |A_\xi|^{-1/p} \tilde{\mathcal{I}}_{A_\xi}(x) \leq c \omega(x)^{-1/p}, \quad x \in E.
\]
We use this and (6.43) to obtain
\[
\|g\|_p \leq cK\|\omega^{−1/p}\|_p = cK\left(\int_E \omega^{−1}(x)dm(x)\right)^{1/p} = cK\left(\sum_{\xi \in \mathcal{Y}_n} |A_\xi|^{−1} \int_M 1_A_\xi(x)dm(x)\right)^{1/p} = cK(\#\mathcal{Y}_n)^{1/p} \leq cKn^{1/p},
\]
which completes the proof. □

**Proof of Proposition 6.15 & Theorem 6.16.** The argument is quite standard, but we shall give it for the sake of self-containment. Denote briefly \(a_\xi := \langle f, \psi_\xi \rangle\) and let \(\{a_{\xi_m} \psi_{\xi_m}\}_{m \geq 1}\) be a rearrangement of the sequence \(\{a_{\xi_\psi} \psi_{\xi_\psi}\}_{\xi, \psi}\) such that \(\|a_{\xi_\psi} \psi_{\xi_1}\|_p \geq \|a_{\xi_\psi} \psi_{\xi_2}\|_p \geq \cdots\). Denote \(G_n := \sum_{m=1}^n a_{\xi_m} \psi_{\xi_m}\). It suffices to show that

\[(6.45) \quad \|f - G_n\| \leq cn^{−(1/τ−1/p)}N(f) \quad \text{for} \quad n \geq 1.\]

Assume \(N(f) > 0\) and let \(M_\nu := \{m : 2^{-\nu}N(f) \leq \|a_{\xi_m} \psi_{\xi_m}\|_p < 2^{-\nu+1}N(f)\}\). Denote \(K_\ell := \#(\bigcup_{\nu \leq \ell} M_\nu)\). Then (6.40) yields \(K_\ell \leq 2^{\ell\tau}, \ell \geq 0\), and hence \(\#M_\nu \leq 2^{(\nu-\ell)\tau}, \nu \geq 0\). Let \(g_\nu := \sum_{m \in M_\nu} a_{\xi_m} \psi_{\xi_m}\). Now using (6.39) and Lemma 6.17 we infer

\[
\|f - G_{K_\ell}\|_p \leq \left\| \sum_{\nu > \ell} g_\nu \right\|_p \leq \sum_{\nu > \ell} \|g_\nu\|_p \leq c \sum_{\nu > \ell} 2^{-\nu N(f)(\#M_\nu)}^{1/p} \leq cN(f) \sum_{\nu > \ell} 2^{-\nu(1-\tau/p)} \leq cN(f)2^{-\ell(1-\tau/p)} \leq cN(f)2^{-\ell(1/\tau−1/p)}.\]

Therefore, \(\|f - G_{|2^{\ell\tau}|}\|_p \leq cN(f)2^{-\ell(1/\tau−1/p)}, \forall \ell \geq 0\), which implies (6.45).

The proof of Proposition 6.15 is contained in the above by simply taking \(G_n\) with no terms, i.e. \(G_n = 0\). □

A major open problem here is to prove the companion to (6.42) Bernstein estimate:

\[(6.46) \quad \|g\|_{\tilde{B}^s} \leq cn^{s/d}\|g\|_p \quad \text{for} \quad g \in \Omega_n, \quad 1 < p < \infty.\]

This estimate would allow to characterize the rates of nonlinear \(n\)-term approximation from \(\{\psi_\xi\}_{\xi \in \mathcal{X}}\) in \(L^p\) (1 < \(p < \infty\).

7. **Triebel-Lizorkin spaces**

To introduce Triebel-Lizorkin spaces we shall use the cutoff functions \(\varphi_0, \varphi \in C_0^\infty(\mathbb{R}_+\}) from the definition of Besov spaces (Definition 6.1). As there we set \(\varphi_j(\lambda) := \varphi(2^{-j}\lambda)\) for \(j \geq 1\).

The possibly anisotropic nature of the geometry of \(M\) is again the reason for introducing two types of \(F\)-spaces.

**Definition 7.1.** Let \(s \in \mathbb{R}_+, 0 < p < \infty,\) and \(0 < q \leq \infty\).

(a) The Triebel-Lizorkin space \(F^s_{pq} = F^s_{pq}(L)\) is defined as the set of all \(f \in \mathcal{D}'\) such that

\[(7.1) \quad \|f\|_{F^s_{pq}} := \left\| \left( \sum_{j \geq 0} \left(2^{js}|\varphi_j(\sqrt{\lambda})f(\cdot)|^q \right)\right)^{1/q} \right\|_{L^p} < \infty.\]
(b) The Triebel-Lizorkin space $\tilde{F}^s_{pq} = \tilde{F}^s_{pq}(L)$ is defined as the set of all $f \in D'$ such that

\begin{equation}
\|f\|_{\tilde{F}^s_{pq}} := \left( \left( \sum_{j \geq 0} \left( \left| B(\cdot, 2^{-j}) \right|^{-s/d} |\varphi_j(\sqrt{L})f(\cdot)| \right)^q \right)^{1/q} \right)_{L^p} < \infty.
\end{equation}

Above the $\ell^q$-norm is replaced by the sup-norm if $q = \infty$.

As in the case of Besov spaces it will be convenient for us to use equivalent definitions of the $F$-spaces which are based on spectral decompositions that utilize $b^j$ rather than $2^j$, where $b > 1$ is the constant from the definition of the frames in §4. Let the functions $\Phi_0, \Phi \in C^\infty$ obey (6.5)-(6.6) and as before set $\Phi_j(\lambda) := \Phi(b^{-j}\lambda)$ for $j \geq 1$. We define new norms on the $F$-spaces by

\begin{equation}
\|f\|_{F_{pq}^s(\Phi)} := \left( \left( \sum_{j \geq 0} \left( b^j \left| \Phi_j(\sqrt{L})f(\cdot) \right| \right)^q \right)^{1/q} \right)_{L^p}
\end{equation}

and

\begin{equation}
\|f\|_{\tilde{F}_{pq}^s(\Phi)} := \left( \left( \sum_{j \geq 0} \left( \left| B(\cdot, b^{-j}) \right|^{-s/d} |\varphi_j(\sqrt{L})f(\cdot)| \right)^q \right)^{1/q} \right)_{L^p}.
\end{equation}

Proposition 7.2. For all admissible indices $\| \cdot \|_{F_{pq}^s}$ and $\| \cdot \|_{\tilde{F}_{pq}^s(\Phi)}$ are equivalent quasi-norms on $\tilde{F}_{pq}^s$, and $\| \cdot \|_{F_{pq}^s}$ and $\| \cdot \|_{\tilde{F}_{pq}^s(\Phi)}$ are equivalent quasi-norms on $\tilde{F}_{pq}^s$. Therefore, the definitions of $F_{pq}^s$ and $\tilde{F}_{pq}^s$ are independent of the particular selection of $\varphi_0, \varphi$.

Proof. We shall only establish the equivalence of $\| \cdot \|_{\tilde{F}_{pq}^s(\Phi)}$ and $\| \cdot \|_{\tilde{F}_{pq}^s}$. As in the proof of Proposition 6.3 there exist functions $\tilde{\Phi}_0$ and $\tilde{\Phi}$ with the properties of $\Phi_0$ and $\Phi$ from (6.5)-(6.6) such that

$$\tilde{\Phi}_0(\lambda)\Phi_0(\lambda) + \sum_{j \geq 0} \tilde{\Phi}(b^{-j}\lambda)(b^{-j}\lambda) = 1, \quad \lambda \in \mathbb{R}^+.$$

Setting $\tilde{\Phi}_j(\lambda) := \tilde{\Phi}(b^{-j}\lambda)$ for $j \geq 1$ we have $\sum_{j \geq 0} \tilde{\Phi}_j(\lambda)\Phi_0(\lambda) = 1$, which implies $f = \sum_{j \geq 0} \tilde{\Phi}_j(\sqrt{L})\Phi_0(\sqrt{L})f$ in $D'$.

Assume $1 < b < 2$ (the proof in the case $b = 2$ is similar) and let $j \geq 1$. Clearly, there exist $t > 1$ and $m \geq 1$ such that $[2^{j-1}, 2^{j+1}] \subset [b^{m-1}, b^{m+t+1}]$. Now, precisely as in the proof of Proposition 6.3 we have

$$\varphi_j(\sqrt{L})f(x) = \sum_{\nu = m}^{m + \ell} \varphi_j(\sqrt{L})\Phi_\nu(\sqrt{L})\Phi_\nu(\sqrt{L})f(x)$$

and for $m \leq \nu \leq m + \ell$

$$|\varphi_j(\sqrt{L})\Phi_\nu(\sqrt{L})\Phi_\nu(\sqrt{L})f(x)| \leq \frac{c}{|B(x, b^{-\nu})|} \int_M \frac{|\Phi_\nu(\sqrt{L})f(y)|}{(1 + b^\nu \rho(x, y))^{\sigma - d/2}} d\mu(y).$$

Let $0 < r < \min\{p, q\}$ and choose $\sigma \geq |s| + d/r + 3d/2 + 1$. Then just as in the proof of Proposition 6.3 we obtain

$$|B(x, 2^{-j})|^{-s/d} |\varphi_j(\sqrt{L})f(x)| \leq c \sum_{\nu = m}^{m + \ell} M_r \left( |B(\cdot, b^{-\nu})|^{-s/d} \Phi_\nu(\sqrt{L})f(\cdot) \right).$$
A similar estimate holds for \( j = 0 \). We use the above in the definition of \( \|f\|_{\tilde{F}^s_{pq}} \) and the maximal inequality (2.19) to obtain
\[
\|f\|_{\tilde{F}^s_{pq}} \leq c \left\| \left( \sum_{\nu \geq 0} \left[ M_{\nu} \left( B(\cdot, b^{-\nu})^{-s/d} \varphi_{\nu}(\sqrt{L}) f(\cdot) \right) \right]^q \right)^{1/q} \right\|_p
\]
\[
\leq c \left\| \left( \sum_{\nu \geq 0} \left[ B(\cdot, b^{-\nu})^{-s/d} \varphi_{\nu}(\sqrt{L}) f(\cdot) \right]^q \right)^{1/q} \right\|_p = c \|f\|_{\tilde{F}^s_{pq}(\Phi)}.
\]

In the same way one proves the estimate \( \|f\|_{\hat{F}^s_{pq}(\Phi)} \leq c \|f\|_{\hat{F}^s_{pq}} \). \( \square \)

**Proposition 7.3.** The \( F \)-spaces \( F^s_{pq} \) and \( \hat{F}^s_{pq} \) are quasi-Banach spaces which are continuously embedded in \( \mathcal{D}' \). More precisely, for all admissible indices \( s, p, q \), we have:

(a) If \( \mu(M) < \infty \), then
\[
|\langle f, \phi \rangle| \leq c \|f\|_{\tilde{F}^s_{pq}} \mathcal{P}^s_{m}(\phi), \quad f \in \tilde{F}^s_{pq}, \quad \phi \in \mathcal{D},
\]
when \( 2m > d \left( \min(1, p, q) - 1 \right) - s \), and
\[
|\langle f, \phi \rangle| \leq c \|f\|_{\hat{F}^s_{pq}} \mathcal{P}^s_{m}(\phi), \quad f \in \hat{F}^s_{pq}, \quad \phi \in \mathcal{D},
\]
when \( 2m > \max \{ 0, d \left( \min(1, p, q) - 1 \right) - s \} \).

(b) If \( \mu(M) = \infty \), then
\[
|\langle f, \phi \rangle| \leq c \|f\|_{\tilde{F}^s_{pq}} \mathcal{P}^s_{m, \ell}(\phi), \quad f \in \tilde{F}^s_{pq}, \quad \phi \in \mathcal{D},
\]
when \( 2m > d \left( \min(1, p, q) - 1 \right) - s \) and \( \ell > 2d \), and
\[
|\langle f, \phi \rangle| \leq c \|f\|_{\hat{F}^s_{pq}} \mathcal{P}^s_{m, \ell}(\phi), \quad f \in \hat{F}^s_{pq}, \quad \phi \in \mathcal{D},
\]
when \( 2m > \max \{ 0, d \left( \min(1, p, q) - 1 \right) - s \} \) and \( \ell > \max \{ 2d, \left| d \left( \frac{1}{p} - 1 \right) \right| + s \} \).

**Proof.** The proof of this proposition is essentially the same as the proof Proposition 6.5. One only has to observe that \( \|B(x, 2^{-j})^{-s/d} \varphi_j(\sqrt{L}) f\|_p \leq \|f\|_{\tilde{F}^s_{pq}} \) and replace \( \|f\|_{\tilde{F}^s_{pq}} \) by \( \|f\|_{\hat{F}^s_{pq}} \) everywhere in the proof of Proposition 6.5. \( \square \)

7.1. **Heat kernel characterization of Triebel-Lizorkin spaces.** Our aim is to show that the spaces \( F^s_{pq} \) and \( \hat{F}^s_{pq} \) can be equivalently defined using directly the heat kernel when \( p, q \) are restricted to \( 1 < p < \infty \) and \( 1 < q \leq \infty \).

**Definition 7.4.** Given \( s \in \mathbb{R} \), let \( m \) be the smallest \( m \in \mathbb{Z}_+ \) such that \( m > s \). We define
\[
\|f\|_{F^s_{pq}(H)} := \|e^{-L} f\|_p + \left\| \left( \int_0^1 \left[ t^{s/2} (tL)^{m/2} e^{-tL} f(\cdot) \right]^q \frac{dt}{t} \right)^{1/q} \right\|_p
\]
and
\[
\|f\|_{\hat{F}^s_{pq}(H)} := \|B(\cdot, 1)^{-\frac{s}{2}} e^{-L} f\|_p + \left\| \left( \int_0^1 \left[ B(\cdot, t^{1/2})^{-\frac{s}{2}} (tL)^{m/2} e^{-tL} f(\cdot) \right]^q \frac{dt}{t} \right)^{1/q} \right\|_p
\]
with the usual modification when \( q = \infty \).

**Theorem 7.5.** Suppose \( s \in \mathbb{R} \), \( 1 < p < \infty \), \( 1 < q \leq \infty \), and \( m > s \), \( m \in \mathbb{Z}_+ \) as in the above definition.

(a) If \( f \in \mathcal{D}' \), then \( f \in F^s_{pq} \) if and only if \( e^{-L} f \in L^p \) and \( \|f\|_{F^s_{pq}(H)} < \infty \). Moreover, if \( f \in F^s_{pq} \), then \( \|f\|_{F^s_{pq}} \sim \|f\|_{F^s_{pq}(H)} \).
(b) If \( f \in D' \), then \( f \in \tilde{F}_{pq}^s \iff |B(\cdot,1)|^{s/d} e^{-tL} f \in L^p \) and \( \|f\|_{\tilde{F}_{pq}^s(H)} < \infty \).

Moreover, if \( f \in \tilde{F}_{pq}^s \), then \( \|f\|_{\tilde{F}_{pq}^s} \sim \|f\|_{\tilde{F}_{pq}^s(H)} \).

**Proof.** We shall only prove Part (b). The proof of Part (a) is similar and will be omitted. The proof bears a lot of similarities with the proof of Theorem 6.7 and we shall utilize some parts from the latter.

Let \( \varphi_0, \varphi, \) and \( \varphi_j, j \geq 1 \), be Littlewood-Paley functions, just as in the proof of Theorem 6.7. Then \( f = \sum_{j \geq 0} \varphi_j^2(\sqrt{L}) f \) for \( f \in D' \) and hence

\[
|B(\cdot, t^{1/2})|^{-s/d} (tL)^{m/2} e^{-tL} f = \sum_{j \geq 0} |B(\cdot, t^{1/2})|^{-s/d} (tL)^{m/2} e^{-tL} \varphi_j^2(\sqrt{L}) f =: \sum_{j \geq 0} F_j ,
\]

Now, precisely as in the proof of Theorem 6.7 (see (6.24)) we obtain

\[
|F_j(x)| \leq c(1 + (t^{1/2})^{-\frac{s}{2}})(t^{1/2})^{|x|} e^{-t^{1/2}} \int_M |B(y, 2^{-j})|^{-\frac{s}{2}} |\varphi(2^{-j} \sqrt{L}) f(y)| \mu(y).
\]

Choose \( r \) and \( \sigma \) so that \( 0 < r < \min(p, q) \) and \( \sigma \geq |s| + \frac{d}{2} + 1 \), and denote briefly \( h_j(t) := \left( (t^{1/2})^{|x|} + (t^{1/2})^{(m-s)/2} \right) e^{-t^{1/2}} \). Evidently, \( \varphi(2^{-j} \sqrt{L}) f \in \Sigma_{2^{j+1}} \) and applying Lemma 6.4 we get for \( j \geq 1 \)

\[
|F_j(x)| \leq c h_j(t) M_r \left( |B(\cdot, 2^{-j})|^{-\frac{s}{2}} \varphi_j(\sqrt{L}) f(x) \right).
\]

Here we used (2.9) in estimating the integral, and \( M_r \) is the maximal operator, defined in (2.18). Hence

\[
|F_j(x)| \leq c h_j(t) M_r \left( |B(\cdot, 2^{-j})|^{-\frac{s}{2}} \varphi_j(\sqrt{L}) f(x) \right), \quad j \geq 1.
\]

Similarly as above we obtain

\[
|F_0(x)| \leq c h_j(t) M_r \left( |B(\cdot, 1)|^{-\frac{s}{2}} \varphi_j(\sqrt{L}) f(x) \right).
\]

Set \( b_j(x) := M_r \left( |B(\cdot, 2^{-j})|^{-\frac{s}{2}} \varphi_j(\sqrt{L}) f(x) \right) \). Let \( 1 < q < \infty \). From the above estimates we get

\[
\left\| \left( \int_0^1 \left[ |B(\cdot, t^{1/2})|^{-\frac{s}{2}} (tL)^{\frac{m}{2}} e^{-tL} f \right]^q dt \right)^{1/q} \right\|_p \leq c \left\| \left( \int_0^1 \left[ \sum_{j \geq 0} h_j(t) b_j(\cdot) \right]^q dt \right)^{1/q} \right\|_p.
\]

\[
\leq c \left\| \left( \sum_{\nu \geq 0} \int_{4^{-\nu-1}}^{4^{-\nu}} \left[ \sum_{j \geq 0} h_j(t) b_j(\cdot) \right]^q dt \right)^{1/q} \right\|_p \leq c \left\| \left( \sum_{\nu \geq 0} \left[ \sum_{j \geq 0} a_{j-\nu} b_j(\cdot) \right]^q \right)^{1/q} \right\|_p.
\]

Here

\[
a_{j-\nu} := \max \{ h_j(t) : t \in [4^{-\nu-1}, 4^{-\nu}] \} \leq c(4^{(j-\nu)m/2} + 4^{(j-\nu)(m-s)/2}) e^{-4^{\nu-1}}, \nu \in \mathbb{Z}.
\]

and we set \( a_{\nu} := (4^{\nu m/2} + 4^{\nu (m-s)/2}) e^{-4^{\nu-1}}, \nu \in \mathbb{Z} \). We apply Young's inequality to the convolution of the above sequences to obtain

\[
\left( \sum_{\nu \geq 0} \left( \sum_{j \geq 0} a_{\nu} b_j(\cdot) \right)^q \right)^{1/q} \leq c \left( \sum_{\nu \geq 0} a_{\nu} \left( \sum_{j \geq 0} b_j(\cdot) \right)^q \right)^{1/q} \leq c \left( \sum_{j \geq 0} b_j(\cdot)^q \right)^{1/q},
\]
where we used that $\sum_{\nu \in \mathbb{Z}} a_\nu \leq c$ due to $m > s$. Therefore,
\[
\left\| \left( \int_0^1 |B(\cdot, t^2) \tilde{z} (tL) \tilde{z} e^{-tL} f \left| \frac{dt}{t} \right| \right)^{1/q} \right\|_p \leq c \left\| \left( \sum_{j \geq 0} b_j(\cdot)^q \right)^{1/q} \right\|_p
\]
\[= c \left\| \left( \sum_{j \geq 0} \left[ \mathcal{M}_r \left( |B(\cdot, 2^{-j}) \tilde{z} \varphi_j(\sqrt{L}) f \right| \right] q \right)^{1/q} \right\|_p
\]
\[\leq c \left\| \left( \sum_{j \geq 0} \left( |B(\cdot, 2^{-j}) \tilde{z} \varphi_j(\sqrt{L}) f(\cdot) \right| q \right)^{1/q} \right\|_p \leq c \|f\|_{\tilde{F}^q_{pq}}.
\]

Here in the former inequality we used the maximal inequality (2.19).

It is easier to show that $\|B(\cdot, 1) |^{-s/d} e^{-tL} f\|_p \leq c \|f\|_{\tilde{F}^q_{pq}}$. The proof follows in the footsteps of the above proof and will be omitted. Combining the above two estimates we get $\|f\|_{\tilde{F}^q_{pq(H)}} \leq c \|f\|_{\tilde{F}^q_{pq}}$. The derivation of this estimate in the case $q = \infty$ is easier and will be omitted.

We next prove an estimate in the opposite direction. We only consider the case when $1 < q < \infty$; the case $q = \infty$ is easier. Assume that $\varphi_0$, $\varphi$, and $\varphi_j$, $j \geq 1$, are as in the definition of $F^q_{pq}$ (Definition 7.1). For $j \geq 1$, we obtain exactly as in the proof of Theorem 6.7 (see (6.25))
\[
|B(x, 2^{-j})|^{-s/d} |\varphi_j(\sqrt{L}) f(x)| \leq c \int_{M} \frac{|B(y, t^{1/2})|^{-s/d} |(tL)^{m/2} e^{-tL} f(y)|}{|B(x, 2^{-j})| (1 + 2^j \rho(x, y)^{\sigma-s/d}) |d\mu(y).}
\]

Choose $\sigma \geq |s| + d + 1$ and denote briefly $F(x, t) := |B(x, t^{1/2})|^{-s/d} |(tL)^{m/2} e^{-tL} f(x)|$. Set $S_m := \{y \in M : 2^{m-1} \leq 2^j \rho(x, y) < 2^m\}$, $S_m \subset B(x, 2^{m-j})$. Then
\[
|B(x, 2^{-j})|^{-s/d} |\varphi_j(\sqrt{L}) f(x)| \leq c \int_{B(x, 2^{-j})} \cdots + c \sum_{m \geq 1} \int_{S_m} \cdots
\]
\[\leq c \sum_{m \geq 1} \frac{|B(x, 2^{m-j})|}{|B(x, 2^{-j})|^{2(d+1)}} \frac{1}{|B(x, 2^{m-j})|} \int_{B(x, 2^{m-j})} F(y, t) d\mu(y)
\]
\[\leq c (\mathcal{M}_1 F(\cdot, t))(x) \sum_{m \geq 1} 2^{-m} \leq c (\mathcal{M}_1 F(\cdot, t))(x),
\]
where we used (1.2). Therefore, for any $t \in [4^{-j}, 4^{-j+1}]$ and $x \in M$
\[|B(x, 2^{-j})|^{-s/d} |\varphi_j(\sqrt{L}) f(x)| \leq c \mathcal{M}_1 (F(\cdot, t))(x),
\]
which yields
\[|B(x, 2^{-j})|^{-s/d} |\varphi_j(\sqrt{L}) f(x)|^q \leq c \int_{4^{-j}}^{4^{-j+1}} \left[ \mathcal{M}_1 (F(\cdot, t))(x) \right]^q \frac{dt}{t}, \quad x \in M.
\]
These readily imply
\[
\left\| \left( \sum_{j \geq 1} \left( |B(\cdot, 2^{-j})|^{-s/d} |\varphi_j(\sqrt{L}) f(\cdot) | \right| q \right)^{1/q} \right\|_p
\]
\[\leq c \left\| \left( \sum_{j \geq 1} \int_{4^{-j}}^{4^{-j+1}} \left[ \mathcal{M}_1 (F(\cdot, t))(\cdot) \right]^q \frac{dt}{t} \right)^{1/q} \right\|_p
\]
\[= c \left\| \left( \int_0^1 \left[ \mathcal{M}_1 (F(\cdot, t))(\cdot) \right]^q \frac{dt}{t} \right)^{1/q} \right\|_p \leq c \left\| \left( \int_0^1 |F(\cdot, t)|^q \frac{dt}{t} \right)^{1/q} \right\|_p.
\]
Here for the latter inequality we used the maximal inequality (2.20). One easily obtains
\[ \|B(x,1)|^{-s/d} \varphi_0(\sqrt{L}) f\|_p \leq c\|B(\cdot,1)|^{-s/d} L f\|_p. \]
The above estimates imply \( \|f\|_{F^p_{pq}} \leq c\|f\|_{\hat{F}^p_{pq}(H)} \) and this completes the proof. \( \square \)

7.2. Frame decomposition of Triebel-Lizorkin spaces. Here we present the characterization of the F-spaces \( F^s_{pq} \) and \( \hat{F}^s_{pq} \) via the frames \( \{\psi_\xi\}_{\xi \in X}, \{\tilde{\psi}_\xi\}_{\xi \in X} \) from \( \S\S 4.2-4.3 \). We adhere to the notation from \( \S 4 \), in particular, \( X := \cup_{j \geq 0} X_j \) will denote the sets of the centers of the frame elements and \( \{A_\xi\}_{\xi \in X_j} \) will be the associated partitions of \( M \).

We first introduce the sequence spaces \( f^s_{pq} \) and \( \hat{f}^s_{pq} \) associated with \( F^s_{pq} \) and \( \hat{F}^s_{pq} \), respectively.

**Definition 7.6.** Suppose \( s \in \mathbb{R}, 0 < p < \infty, \) and \( 0 < q \leq \infty \).

(a) \( f^s_{pq} \) is defined as the space of all complex-valued sequences \( a := \{a_\xi\}_{\xi \in X} \) such that
\[
\|a\|_{f^s_{pq}} := \left( \sum_{j \geq 0} b^{j s q} \sum_{\xi \in X_j} |a_\xi| \left|\frac{1}{A_\xi(\cdot)}\right|^q \right)^{1/q} < \infty.
\]
(b) \( \hat{f}^s_{pq} \) is defined as the space of all complex-valued sequences \( a := \{a_\xi\}_{\xi \in X} \) such that
\[
\|a\|_{\hat{f}^s_{pq}} := \left( \sum_{\xi \in X} |a_\xi| \left|\frac{1}{A_\xi(\cdot)}\right|^q \right)^{1/q} < \infty.
\]

Above the \( \ell^q \)-norm is replaced by the sup-norm when \( q = \infty \). Recall that \( \tilde{1}_{A_\xi} := |A_\xi|^{-1/2} \tilde{1}_{A_\xi} \) with \( \tilde{1}_{A_\xi} \) being the characteristic function of \( A_\xi \).

As in the case of Besov spaces we shall use the “analysis” and “synthesis” operators defined by
\[
S_\psi : f \rightarrow \{\langle f, \tilde{\psi}_\xi\rangle\}_{\xi \in X} \quad \text{and} \quad T_\psi : \{a_\xi\}_{\xi \in X} \rightarrow \sum_{\xi \in X} a_\xi \tilde{\psi}_\xi.
\]

Here the roles of \( \{\psi_\xi\}, \{\tilde{\psi}_\xi\} \) are interchangeable.

**Theorem 7.7.** Let \( s \in \mathbb{R}, 0 < p < \infty \) and \( 0 < q \leq \infty \). (a) The operators \( S_\psi : f^s_{pq} \rightarrow f^s_{pq} \) and \( T_\psi : f^s_{pq} \rightarrow f^s_{pq} \) are bounded and \( T_\psi \circ S_\psi = \text{Id} \) on \( f^s_{pq} \). Consequently, \( f \in f^s_{pq} \) if and only if \( \{\langle f, \tilde{\psi}_\xi\rangle\}_{\xi \in X} \in f^s_{pq} \), and if \( f \in f^s_{pq} \), then
\[
\|f\|_{f^s_{pq}} \sim \left\| \left( \sum_{j \geq 0} b^{j s q} \sum_{\xi \in X_j} |\langle f, \tilde{\psi}_\xi\rangle| \right)^{1/q} \right\|_{L^p}.
\]
(b) The operators \( S_\psi : \hat{f}^s_{pq} \rightarrow \hat{f}^s_{pq} \) and \( T_\psi : \hat{f}^s_{pq} \rightarrow \hat{f}^s_{pq} \) are bounded and \( T_\psi \circ S_\psi = \text{Id} \) on \( \hat{f}^s_{pq} \). Hence, \( f \in \hat{f}^s_{pq} \) if and only if \( \{\langle f, \tilde{\psi}_\xi\rangle\}_{\xi \in X} \in \hat{f}^s_{pq} \), and if \( f \in \hat{f}^s_{pq} \), then
\[
\|f\|_{\hat{f}^s_{pq}} \sim \left\| \left( \sum_{\xi \in X} |\langle f, \tilde{\psi}_\xi\rangle| \right)^{1/q} \right\|_{L^p}.
\]

Above the roles of \( \psi_\xi \) and \( \tilde{\psi}_\xi \) can be interchanged.
Proof. We shall only prove Part (b). Also, we shall only consider the case when \( q < \infty \). The case \( q = \infty \) is similar.

This proof runs parallel to the proof of Theorem 6.10 and we shall borrow a lot from that proof. We begin by proving the boundedness of the synthesis operator \( T_\psi : \tilde{F}_{pq}^s \rightarrow \tilde{F}_{pq}^s \). To this end we shall first prove it for finitely supported sequences and then extend it to the general case. Let \( a = \{a_\xi\}_{\xi \in X} \) be a finitely supported sequence and set \( f := T_\psi a = \sum_{\xi \in X} a_\xi \psi_\xi \). We shall use the norm on \( \tilde{F}_{pq}^s \) defined in (7.4) (see Proposition 7.2).

Choose \( r \) and \( \sigma \) so that \( 0 < r < \min\{p, q\} \) and \( \sigma \geq |s| + d/r + 3d/2 + 1 \). Now, precisely as in the proof of Theorem 6.10 we get

\[
|B(x, b^{-j})|^{-s/d}|\Phi_j(\sqrt{L})f(x)| \leq c \sum_{m = j-1}^{j+1} M_r \left( \sum_{\eta \in X_m} Q_\eta \mathbb{1}_{A_\eta} \right)(x) \quad \text{with} \quad X_{-1} := \emptyset,
\]

where \( Q_\eta := |a_\eta| |B(\eta, b^{-m})|^{-s/d-1/2} \). Inserting the above in the definition of \( \tilde{F}_{pq}^s(\Phi) \) from (7.4) we get

\[
\|f\|_{\tilde{F}_{pq}^s(\Phi)} = \left\| \left( \sum_{j \geq 0} \left[ |B(\cdot, b^{-j})|^{-s/d}|\Phi_j(\sqrt{L})f(\cdot)| \right]^q \right)^{1/q} \right\|_p \\
\leq c \left\| \left( \sum_{m \geq 0} \left[ M_r \left( \sum_{\eta \in X_m} Q_\eta \mathbb{1}_{A_\eta} \right) \right]^q \right)^{1/q} \right\|_p \\
\leq c \left\| \left( \sum_{m \geq 0} \left[ \sum_{\eta \in X_m} Q_\eta \mathbb{1}_{A_\eta} \right]^q \right)^{1/q} \right\|_p \\
= c \left\| \left( \sum_{m \geq 0} \sum_{\eta \in X_m} [a_\eta |B(\eta, b^{-m})|^{-s/d-1/2} \mathbb{1}_{A_\eta}]^q \right)^{1/q} \right\|_p \leq c \|\{a_\eta\}\|_{\tilde{F}_{pq}^s}.
\]

Here for the second inequality we used the maximal inequality (2.19) and for the last inequality that \( |A_\eta| \sim |B(\eta, b^{-m})| \) for \( \eta \in X_m \). Thus \( \|T_\psi a\|_{\tilde{F}_{pq}^s(\Phi)} \leq c \|a\|_{\tilde{F}_{pq}^s} \) for any finitely supported sequence \( a = \{a_\xi\} \). Now, just as in the proof of Theorem 6.10 we conclude that \( T_\psi a = \sum_{\xi \in X} a_\xi \psi_\xi \) is well defined for \( \{a_\xi\}_{\xi \in X} \in \tilde{F}_{pq}^s \) and the operator \( T_\psi : \tilde{F}_{pq}^s \rightarrow \tilde{F}_{pq}^s \) is bounded.

We now prove the boundedness of the operator \( S_\tilde{\psi} : \tilde{F}_{pq}^s \rightarrow \tilde{F}_{pq}^s \). Let \( f \in \tilde{F}_{pq}^s \) and choose \( r \) so that \( 0 < r < \min\{p, q\} \). By (4.47) it follows that

\[
\langle f, \tilde{\psi}_\xi \rangle = c_\xi |A_\xi|^{1/2} \left[ \Gamma_\lambda, f(\xi) + S_\lambda, \Gamma_\lambda, f(\xi) \right],
\]

which implies

\[
\sum_{\xi \in X_j} [ |A_\xi|^{-s/d} |\langle f, \tilde{\psi}_\xi \rangle| \mathbb{1}_{A_\xi}(x) ]^q \leq c \sum_{\xi \in X_j} |A_\xi|^{-sq/d} |\Gamma_\lambda, f(\xi)|^q |\mathbb{1}_{A_\xi}(x) |
\]

\[
+ c \sum_{\xi \in X_j} |A_\xi|^{-sq/d} |S_\lambda, \Gamma_\lambda, f(\xi)|^q |\mathbb{1}_{A_\xi}(x) |.
\]
Now, we use that $\Gamma_j, f \in \Sigma_{p+2}$ and Lemma 6.4 to obtain for $x \in M$

$$\sum_{\xi \in X_j} |A_\xi|^{-s/d} |\Gamma_j f(\xi)|^q \mathbb{I}_{A_\xi}(x) \leq c \sum_{\xi \in X_j} \left( \sup_{y \in A_\xi} |B(y, b^{-j})|^{-s/d} |\Gamma_j f(y)| \right)^q \mathbb{I}_{A_\xi}(x)$$

$$\leq c \sum_{\xi \in X_j} \left( \sup_{y \in M} \frac{|B(y, b^{-j})|^{-s/d} |\Gamma_j f(y)|}{(1 + b^j \rho(x, y))^{d/r}} \right)^q \mathbb{I}_{A_\xi}(x)$$

(7.14)

On the other hand, as in the proof of Theorem 6.10 (see (6.37)) we obtain

$$|A_\xi|^{-s/d} |\Sigma_j \Gamma_j f(\xi)| \leq c \sup_{y \in M} \frac{|B(y, b^{-j})|^{-s/d} |\Gamma_j f(y)|}{(1 + b^j \rho(x, y))^{d/r}}, \quad x \in A_\xi, \quad \xi \in X_j,$$

and hence as above using again Lemma 6.4

$$\sum_{\xi \in X_j} |A_\xi|^{-s/d} |\Sigma_j \Gamma_j f(\xi)|^q \mathbb{I}_{A_\xi}(x) \leq \sum_{\xi \in X_j} \left( \sup_{y \in M} \frac{|B(y, b^{-j})|^{-s/d} |\Gamma_j f(y)|}{(1 + b^j \rho(x, y))^{d/r}} \right)^q \mathbb{I}_{A_\xi}(x)$$

$$\leq c \left[ \mathcal{M}_r \left( |B(\cdot, b^{-j})|^{-s/d} \Gamma_j f(\cdot) \right) (x) \right]^q.$$ 

This and (7.14) yield

$$\sum_{\xi \in X_j} \left[ |A_\xi|^{-s/d} (f, \bar{\psi}_\xi) |\mathbb{I}_{A_\xi}(x) \right]^q \leq c \left[ \mathcal{M}_r \left( |B(\cdot, b^{-j})|^{-s/d} \Gamma_j f(\cdot) \right) \right]^q.$$ 

Inserting this in the $\tilde{f}_{pq}$-norm (Definition 7.6) and using the maximal inequality (2.19) we get

$$\| \langle f, \bar{\psi}_\xi \rangle \|_{\tilde{f}_{pq}} = \left\| \left( \sum_{\xi \in X_j} \left[ |A_\xi|^{-s/d} (f, \bar{\psi}_\xi) |\mathbb{I}_{A_\xi}(\cdot) \right]^q \right)^{1/q} \|_p$$

$$\leq c \left\| \left( \sum_{j \geq 0} \left[ \mathcal{M}_r \left( |B(\cdot, b^{-j})|^{-s/d} \Gamma_j f(\cdot) \right) \right]^q \right)^{1/q} \right\|_p$$

$$\leq c \left\| \left( \sum_{j \geq 0} \left[ |B(\cdot, b^{-j})|^{-s/d} \Gamma_j f(\cdot) \right]^q \right)^{1/q} \right\|_p = c \| f \|_{\tilde{F}_{pq}(\Gamma)}.$$

Hence $\| \langle f, \bar{\psi}_\xi \rangle \|_{\tilde{f}_{pq}} \leq c \| f \|_{\tilde{F}_{pq}(\Gamma)} \leq c \| f \|_{\tilde{F}_{pq}(\Gamma)}$, where we used that the functions $\Gamma_j, j \geq 0$, can be used to define an equivalent norm in $F_{pq}^s$ (see Proposition 7.2). Therefore, the operator $S_\tilde{\psi} : \tilde{F}_{pq}^s \rightarrow \tilde{f}_{pq}^s$ is bounded.

The identity $T_\psi \circ S_\tilde{\psi} = I$ on $\tilde{F}_{pq}^s$ follows by Proposition 5.5 (c). This completes the proof of the theorem. \qed

**7.3. Identification of some Triebel-Lizorkin spaces.** We next show that the Triebel-Lizorkin spaces can be viewed as a generalization of a certain Sobolev type spaces and, in particular, of $L^p$, $1 < p < \infty$.

In this part, we again make the additional assumption that the reverse doubling condition (1.6) is valid, yielding (2.2).
Generalized Sobolev spaces. Let $s \in \mathbb{R}$ and $1 \leq p \leq \infty$. The space $H^p_s$ is defined as the set of all $f \in \mathcal{D}'$ such that
\begin{equation}
\|f\|_{H^s_p} := \|(\text{Id} + L)^{\nu/2}f\|_p < \infty.
\end{equation}

**Theorem 7.8.** The following identification is valid:
$$F^s_{p^2} = H^p_s, \quad s \in \mathbb{R}, \quad 1 < p < \infty,$$
with equivalent norms, and in particular,
$$F^0_{p^2} = H^0_p = L^p, \quad 1 < p < \infty.$$

**LP-multipliers.** To establish the above result we next develop $L^p$ multipliers.

**Theorem 7.9.** Suppose $m \in C^k(\mathbb{R}_+)$ for some $k > d$, $m^{(2\nu+1)}(0) = 0$ for $\nu \geq 0$ such that $2\nu + 1 \leq k$, and $\sup_{\lambda \in \mathbb{R}_+} |\lambda^{2\nu}m^{(\nu)}(\lambda)| < \infty$, $0 \leq \nu \leq k$. Then the operator $m(\sqrt{\lambda})$ is bounded on $L^p$ for $1 < p < \infty$.

**Proof.** As before choose $\varphi_0 \in C^\infty(\mathbb{R}_+)$ so that $\sup \varphi_0 \subset [0, 2]$, $0 \leq \varphi_0 \leq 1$, and $\varphi_0(\lambda) = 1$ for $\lambda \in [0, 1]$. Let $\varphi(\lambda) := \varphi_0(\lambda) - 2\varphi_0(2\lambda)$. Set $\varphi_j(\lambda) := \varphi(2^{-j}\lambda)$, $j \geq 1$. Clearly, $\sum_{j \geq 0} \varphi_j(\lambda) = 1$ for $\lambda \in \mathbb{R}_+$ and hence $m(\sqrt{\lambda}) = \sum_{j \geq 0} m(\sqrt{\lambda})\varphi_j(\sqrt{\lambda})$. Set $\omega_j(\lambda) := m(2^j\lambda)\varphi(\lambda)$, $j \geq 1$, and $\omega_0(\lambda) := m(\lambda)\varphi_0(\lambda)$. Then $\omega_j(2^{-j}\sqrt{\lambda}) = m(\sqrt{\lambda})\varphi_j(\sqrt{\lambda})$, $j \geq 0$. From the hypothesis of the theorem it readily follows that $\sup_{\lambda \in \mathbb{R}_+} |\omega_j^{(\nu)}(\lambda)| \leq c_k < \infty$ for $0 \leq \nu \leq k$. Then by Theorem 3.1 (see Remark 3.3)
\begin{equation}
|\omega_j(2^{-j}\sqrt{\lambda})(x, y)| \leq c(|B(x, 2^{-j})||B(y, 2^{-j})|)^{-1/2}(1 + 2^j \rho(x, y))^{-k}
\end{equation}
and whenever $\rho(y, y') \leq 2^{-j}$
\begin{equation}
|\omega_j(2^{-j}\sqrt{\lambda})(x, y) - \omega_j(2^{-j}\sqrt{\lambda})(x, y')| \leq \frac{c(2^j \rho(y, y'))^\alpha}{(|B(x, 2^{-j})||B(y, 2^{-j})|)^{1/2}}.
\end{equation}
We choose $0 < \varepsilon \leq \alpha$ so that $d + 2\varepsilon \leq k$.

Denote briefly $m_j(x, y) := \omega_j(2^{-j}\sqrt{\lambda})(x, y)$ and set $K(x, y) := \sum_{j \geq 0} m_j(x, y)$. We shall show that $K(x, y)$ is well defined for $x \neq y$ and $|K(x, y)| \leq c|B(y, \rho(x, y))|^{-1}$, and moreover $K(x, y)$ obeys the following Hörmander condition
\begin{equation}
\int_{M \setminus B(y, \delta)} |K(x, y) - K(x, y')| d\mu(x) \leq c, \quad \text{whenever} \quad y' \in B(y, \delta),
\end{equation}
for all $y \in M$ and $\delta > 0$. To this end it suffices to show that for some $\varepsilon > 0$ ($\varepsilon$ from above will do)
\begin{equation}
|K(x, y) - K(x, y')| \leq c\left(\frac{\rho(y, y')}{\rho(x, y)}\right)^\varepsilon |B(y, \rho(x, y))|^{-1}
\end{equation}
whenever $\rho(y, y') \leq \min\{\rho(x, y), \rho(x, y')\}$, see [5].

Given $x, y, y' \in M$ such that $0 < \rho(y, y') \leq \min\{\rho(x, y), \rho(x, y')\}$ we pick $\ell, n \in \mathbb{Z}$ ($\ell \geq n$) so that $2^{\ell-1} \leq \rho(y, y') \leq 2^\ell$ and $2^{n-1} \leq \rho(x, y) \leq 2^n$. Without loss of generality we may assume that $n \geq 1$. Then we can write
\begin{align*}
|K(x, y) - K(x, y')| &\leq \sum_{j=0}^n |m_j(x, y) - m_j(x, y')| + \sum_{j=n+1}^{\ell} \cdots + \sum_{j \geq \ell+1} \cdots \\
&= \Omega_1 + \Omega_2 + \Omega_3.
\end{align*}
To estimate \( \Omega_1 \) we note that by (2.2) 
\[
|B(y, 2^{-j})| \geq c(2^j \rho(x, y))^{-\epsilon} |B(y, \rho(x, y))| \quad \text{and} \quad |B(x, 2^{-j})| \geq c(2^{j+1} \rho(x, y))^{-\epsilon} |B(x, 2\rho(x, y))| \geq c'(2^j \rho(x, y))^{-\epsilon} |B(y, \rho(x, y))|, \ j \leq n. 
\]
Now, using (7.17) we obtain
\[
(7.20) \quad \Omega_1 \leq c \sum_{j=0}^{n} \frac{(2^j \rho(y', y_j'))^\alpha}{|B(x, 2^{-j})||B(y, 2^{-j})|^{1/2}} \leq \frac{c \rho(y', y_j')^\alpha}{|B(y, \rho(x, y))|} \sum_{j=0}^{n} 2^{j\alpha} (2^j \rho(x, y))^{-\epsilon} 
\]
\[
\leq c \left( \frac{\rho(y', y_j')^\alpha}{\rho(x, y)} \right) |B(y, \rho(x, y))|^{-1}, \quad (\rho(x, y) \sim 2^{-n}).
\]
From (2.1) it follows that 
\[
|B(y, \rho(x, y))| \leq c(1 + 2^j \rho(x, y))d |B(y, 2^{-j})| \quad \text{and} \quad |B(y, \rho(x, y))| \leq |B(x, 2\rho(x, y))| \leq c(1 + 2^j \rho(x, y))d |B(x, 2^{-j})|, \ j \geq n + 1.
\]
From these and (7.17) we get
\[
\Omega_2 \leq c |B(y, \rho(x, y))|^{-1} \sum_{j=n+1}^{\ell} \frac{(2^j \rho(y', y_j'))^\varepsilon}{(1 + 2^j \rho(x, y))^{k-d}} 
\]
\[
\leq c \left( \frac{\rho(y', y_j')^\varepsilon}{\rho(x, y)} \right) |B(y, \rho(x, y))|^{-1} \sum_{j=n+1}^{\ell} \frac{1}{(1 + 2^j \rho(x, y))^{k-d-\varepsilon}} 
\]
\[
\leq c \left( \frac{\rho(y', y_j')^\varepsilon}{\rho(x, y)} \right) |B(y, \rho(x, y))|^{-1},
\]
where we used that \( k - d - \varepsilon \geq \varepsilon > 0 \) and \( \rho(x, y) \sim 2^{-n} \). To estimate \( \Omega_3 \) we write
\[
\Omega_3 \leq \sum_{j=\ell}^{n} |m_j(x, y)| + \sum_{j=\ell}^{n} |m_j(x', y')| =: \Omega_3' + \Omega_3''.
\]
By the above estimates for \( |B(y, \rho(x, y))| \) and (7.16) we get
\[
(7.22) \quad \Omega_3' \leq c |B(y, \rho(x, y))|^{-1} \sum_{j=\ell}^{n} \frac{1}{(1 + 2^j \rho(x, y))^{k-d}} \leq c \frac{|B(y, \rho(x, y))|^{-1}}{(2^\ell \rho(x, y))^{2\varepsilon}}
\]
\[
\leq c \left( \frac{\rho(y', y_j')^\varepsilon}{\rho(x, y)} \right) |B(y, \rho(x, y))|^{-1},
\]
where we used that \( \rho(y', y_j') \sim 2^{-\ell} \). One similarly obtains
\[
(7.23) \quad \Omega_3'' \leq c \left( \frac{\rho(y', y_j')^\varepsilon}{\rho(x, y)} \right) |B(y', \rho(x, y))|^{-1} \leq c \left( \frac{\rho(y', y_j')^\varepsilon}{\rho(x, y)} \right) |B(y, \rho(x, y))|^{-1}.
\]
Here the last inequality follows by (2.1) using that \( \rho(x, y') \sim \rho(x, y) \), which follows from the condition \( \rho(y', y_j') \leq \min \{ \rho(x, y), \rho(x, y') \} \). Putting together estimates (7.20)-(7.23) we obtain (7.19). Therefore, the kernel \( K(\cdot, \cdot) \) satisfies the Hörmander condition (7.18).

The estimate \( |K(x, y)| \leq \sum_{j \geq 0} |m_j(x, y)| \leq c |B(y, \rho(x, y))|^{-1} \), \( x \neq y \), follows from (7.16) similarly as above.

We next show that for any compactly supported function \( f \in L^\infty \)
\[
(7.24) \quad m(\sqrt{L})f(x) = \int_M K(x, y)f(y)d\mu(y) \quad \text{for almost all} \ x \notin \text{supp} \ f.
\]
This and the fact that the kernel \( K(\cdot, \cdot) \) satisfies the Hörmander condition (7.18) and \( \|m(\sqrt{L})\|_{2-\varepsilon} < \infty \) entails that \( m(\sqrt{L}) \) is a generalized Calderón-Zygmund operator and therefore \( m(\sqrt{L}) \) is bounded on \( L^p \), \( 1 < p < \infty \) (see [5]).
In turn, identity (7.24) readily follows from this assertion: If \( f_1, f_2 \in L^\infty \) are compactly supported and \( \rho(\text{supp} f_1, \text{supp} f_2) \geq c > 0 \), then

\[
(7.25) \quad \langle m(\sqrt{L})f_1, f_2 \rangle = \lim_{N \to \infty} \int_M \int_M \sum_{j=0}^N m_j(x, y) f_1(y) f_2(x) d\mu(y) d\mu(x)
\]

\[
= \int_M \int_M K(x, y) f_1(y) f_2(x) d\mu(y) d\mu(x).
\]

The left-hand side identity in (7.25) is the same as

\[
\langle m(\sqrt{L})f_1, f_2 \rangle = \lim_{N \to \infty} \sum_{j=0}^N \langle m(\sqrt{L})\varphi_j(\sqrt{L})f_1, f_2 \rangle,
\]

which follows from the fact that \( m(\sqrt{L})f = \sum_{j \geq 0} m(\sqrt{L})\varphi_j(\sqrt{L})f \) in \( L^2 \) for each \( f \in L^2 \) by the spectral theorem. The right-hand side identity in (7.25) follows by \( K(x, y) = \sum_{j=0}^N m_j(x, y) \) and \( \sum_{j \geq 0} m_j(x, y) \leq \|B(y, \rho(x, y))\|^{-1} \) for \( x \neq y \), applying the Lebesgue dominated convergence theorem.

To derive (7.24) from (7.25) one argues as follows: Given \( f \in L^\infty \) with compact support and \( x \notin \text{supp} f \), one applies (7.25) with \( f_1 := f \) and \( f_2 := |B(x, \delta)|^{-1} \mathbf{1}_{B(x, \delta)} \), where \( \delta < \rho(x, \text{supp} f) \). Then passing to the limit as \( \delta \to 0 \) one arrives at (7.24). The proof is complete.

**Proof of Theorem 7.8.** Assume first that \( f \in H^p_s, s \in \mathbb{R}, 1 < p < \infty \). Let the functions \( \varphi_j \in C_0^\infty(\mathbb{R}^+) \), \( j = 0, 1, \ldots \), be as in the definition of Triebel-Lizorkin and Besov spaces with this additional property: \( \sum_{j \geq 0} \varphi_j(\lambda) = 1 \) for \( \lambda \in \mathbb{R}^+ \). Assuming that \( \varepsilon := \{\varepsilon_j\}_{j \geq 0} \) is an arbitrary sequence with \( \varepsilon_j = \pm 1 \), we write

\[
T_\varepsilon f := \sum_{j \geq 0} \varepsilon_j 2^{js/j} \varphi_j(\sqrt{L})f = \sum_{j \geq 0} \omega_j(\sqrt{L})(\text{Id} + L)^{s/2}f = m(\sqrt{L})(\text{Id} + L)^{s/2}f,
\]

where \( \omega_j(\lambda) := \varepsilon_j 2^{js/j}(1 + \lambda^2)^{-s/2} \varphi_j(\lambda) \) and \( m(\lambda) = \sum_{j \geq 0} \omega_j(\lambda) \). Using that \( \varphi_j(\lambda) = \varphi(2^{-j}\lambda), j \geq 1 \), \( \varphi \in C^\infty \) and \( \text{supp} \varphi \subset [1/2, 2] \) it is easy to see that \( \text{supp}_{\lambda > 0} |\lambda^s \varphi^{(r)}(\lambda)| \leq c_v, \, \nu \geq 0 \), with \( c_v \) a constant independent of \( j \) and since \( \text{supp} \varphi_0 \subset [0, 2] \) and \( \text{supp} \varphi_j \subset [2^{j-1}, 2^{j+1}] \), \( j \geq 1 \), then \( \text{sup}_{\lambda > 0} |\lambda^s \varphi^{(r)}(\lambda)| \leq 2c_v \).

We now appeal to Theorem 7.9 to obtain \( \|T_\varepsilon f\|_p \leq c\|\text{Id} + L\|^{s/2}f\|_p \), \( 1 < p < \infty \), for any sequence \( \varepsilon := \{\varepsilon_j\}_{j \geq 0} = \{\pm 1\} \). Finally, applying Khintchine’s inequality (which involve the Rademacher functions) as usual we arrive at

\[
\|f\|_{F^p_s} \leq c \left( \sum_{j \geq 0} \left(2^{js/j}\varphi_j(\sqrt{L})f(j)\right)^{2^{js/j}} \right)^{1/2} \leq c\|\text{Id} + L\|^{s/2}f\|_p = c\|f\|_{H^p_s}.
\]

To prove an estimate in the opposite direction, let \( f \in F^p_{\dot{s}^2} \), \( s \in \mathbb{R}, 1 < p < \infty \). We now assume that \( \varphi_j \in C_0^\infty(\mathbb{R}^+), j = 0, 1, \ldots \), are as in the definition of Triebel-Lizorkin spaces but with this additional property: \( \sum_{j \geq 0} \varphi_j^2(\lambda) = 1 \) for \( \lambda \in \mathbb{R}^+ \). Using this we can write

\[
(\text{Id} + L)^{s/2}f = \sum_{j \geq 0} 2^{-js/s}\varphi_j(\sqrt{L})2^{js/j}\varphi_j(\sqrt{L})f = \sum_{j \geq 0} \theta_j(\sqrt{L})2^{js/j}\varphi_j(\sqrt{L})f,
\]

where \( \theta_j(\lambda) := 2^{-js/j}(1 + \lambda^2)^{-s/2} \varphi_j(\lambda) \). Denote \( \mathbb{Z}_+^r := \{2k+r : k = 0, 1, \ldots \}, r = 0, 1 \), and set \( G_r f := \sum_{j \in \mathbb{Z}_+^r} \theta_j(\sqrt{L})2^{js/j}(\sqrt{L})f \). Evidently, \( (\text{Id} + L)^{s/2}f = G_0 f + G_1 f \). Let \( \{\varepsilon_{jr}\}_{j \in \mathbb{Z}_+^r} \) be an arbitrary sequence with \( \varepsilon_{jr} = \pm 1 \). The supports of \( \theta_j \) and \( \varphi_k \)
do not overlap if \( j, k \in \mathbb{Z}_r, j \neq k \), and hence \( \theta_j(\sqrt{L})\varphi_k(\sqrt{L}) \equiv 0 \) if \( j, k \in \mathbb{Z}_r, j \neq k \). Therefore,
\[
G_r f := \sum_{j \in \mathbb{Z}_r^+} \varepsilon_{jr} \theta_j(\sqrt{L}) \sum_{j \in \mathbb{Z}_r^+} \varepsilon_{jr} 2^{j^s} \varphi_j(\sqrt{L}) f = m_r(\sqrt{L}) \sum_{j \in \mathbb{Z}_r^+} \varepsilon_{jr} 2^{j^s} \varphi_j(\sqrt{L}) f,
\]
where \( m_r(\lambda) := \sum_{j \in \mathbb{Z}_r^+} \varepsilon_{jr} \theta_j(\lambda) \). As above we have \( \sup_{\lambda > 0} |\lambda^s \theta_j(\lambda)| \leq c_\nu, \nu \geq 0 \), with \( c_\nu \) independent of \( j \) and hence \( \sup_{\lambda > 0} |\lambda^s m_r(\lambda)| \leq c_\nu, \nu \geq 0 \). Applying Theorem 7.9 we get for any sequence \( \{\varepsilon_{jr}\}_{j \in \mathbb{Z}_r} = \{\pm 1\} \)
\[
\|G_r f\|_p \leq c \left\| \sum_{j \in \mathbb{Z}_r^+} \varepsilon_{jr} 2^{j^s} \varphi_j(\sqrt{L}) f \right\|_p, \quad 1 < p < \infty.
\]
An application of Khintchine’s inequality gives
\[
\|G_r f\|_p \leq c \left\| \left( \sum_{j \in \mathbb{Z}_r^+} (2^{j^s} |\varphi_j(\sqrt{L}) f(\cdot)|)^2 \right)^{1/2} \right\|_p \leq c \|f\|_{F_{r^2}^s}, \quad r = 0, 1,
\]
which implies \( \| (\text{Id} + L)^{s/2} f \|_p \leq \| G_0 f \|_p + \| G_1 f \|_p \leq c \|f\|_{F_{r^2}^s}. \)
\[
\square
\]
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