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Abstract In this survey we review the recently developed theory of anisotropic spaces and representations of functions based on anisotropic multilevel ellipsoid covers (dilations) of $\mathbb{R}^n$. We also exhibit the relations of the ellipsoid cover approach to earlier concepts of anisotropic structures as well as to the framework of general spaces of homogeneous type. A number of open problems are presented and discussed.

1 Introduction

Anisotropic phenomena appear in various contexts in mathematical analysis and its applications. For instance, functions are frequently very smooth on subdomains of $\mathbb{R}^n$ separated by smooth curves or manifolds, where they have jump discontinuities. This sort of singularities reduce significantly the classical smoothness of the functions and create problems when attempting to find sparse representations of them.

One perhaps useful approach to resolving the singularities of functions along smooth curves and manifolds (and more general singular behaviors) is the utilization of the framework of anisotropic multiscale ellipsoid covers (dilations) of $\mathbb{R}^n$ which may change rapidly from point to point at any level and in depth. The second important element of this concept is to use anisotropic ellipsoid covers adaptively by allowing them to adjust to the singularities of the function under question. Other critical issues are related, in particular, to the anisotropic representation of functions and definition and characterization of the respective anisotropic smoothness spaces.
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The purpose of this survey paper is to review the main concepts and problems of this relatively new undertaking, documented so far in [11, 12, 14]. Although we will have some answers to reveal to some of the important questions, there will be plenty of open problems presented as well.

This theory has three main components with the first being the structure of the underlying **ellipsoid covers** of $\mathbb{R}^n$. The main role here is played by discrete multilevel ellipsoid covers of $\mathbb{R}^n$ of the form: $\Theta = \bigcup_{m \in \mathbb{Z}} \Theta_m$, where each $\Theta_m$ consists of ellipsoids of volume $\sim 2^{-a_m j}$ which cover $\mathbb{R}^n$ and any ellipsoids $\theta_1, \theta_2 \in \Theta_m$ with $\theta_1 \cap \theta_2 \neq \emptyset$ have similar shapes and orientations. In depth the behavior of the ellipsoids is similar, namely, if $\theta_1 \in \Theta_m$, $\theta_2 \in \Theta_{m+1}$ and $\theta_1 \cap \theta_2 \neq \emptyset$, then $\theta_1$ and $\theta_2$ are similar in shape and orientation. An important feature of the set of all ellipsoid covers of $\mathbb{R}^n$ is that it is invariant under affine transforms. Another important issue is that any ellipsoid cover of $\mathbb{R}^n$ generates a quasi-distance, which coupled with the Lebesgue measure transforms $\mathbb{R}^n$ into a homogeneous type space. The properties of anisotropic covers are explored in [12]. A short description of them is given in §2, where we also compare ellipsoid covers of $\mathbb{R}^2$ with the so called multilevel strong local regular (SLR) triangulations of $\mathbb{R}^2$, introduced in [20].

The **anisotropic elements (building blocks)** introduced in [12] and the related representations of functions is the second component of our theory. A sequence of bases $\{\Phi_m\}_{m \in \mathbb{Z}}$ is naturally associated to each discrete ellipsoid cover $\Theta = \bigcup_{m \in \mathbb{Z}} \Theta_m$. Here each $\Phi_m$ consists of $C^\infty$ functions which are supported on the ellipsoids in $\Theta_m$, reproduce polynomials of degree $< k$ and are locally linear independent. The key property of these bases is that each $\Phi_m$ is a stable basis in $L_p$ for $0 < p \leq \infty$. This allows to define local projectors into the spaces $S_m = \text{span}(\Phi_m)$ which preserve polynomials of degree $< k$. In turn, these maps induce a sequence of two-level-split bases which provide representation of functions and are aligned with the underlying anisotropic structure in $\mathbb{R}^n$. As is shown in [12] these representations also allow to characterize the anisotropic Besov spaces of positive smoothness. The next step is to define smooth (global) duals to $\{\Phi_m\}$ and thereby to construct kernels $\{S_m\}$ which reproduce polynomials of a certain degree in both variables. This enabled us to deploy the machinery of homogeneous spaces to the construction of continuous and discrete anisotropic wavelet frames. All these constructions and results are presented in §3.

The third component of the theory we review here consists of **anisotropic spaces** associated with anisotropic ellipsoid covers of $\mathbb{R}^n$. The anisotropic homogeneous ($B^\alpha_{pq}(\Theta)$) and inhomogeneous ($B^\alpha_{pq}(\Theta)$) Besov spaces (B-spaces) of positive smoothness are developed in [12] and briefly introduced in §4. In the same section we compare them with the anisotropic B-spaces induced by multilevel SLR-triangulations of $\mathbb{R}^2$ and with classical Besov spaces. In §5 we show that, in analogy to the classical case, certain B-spaces naturally occur in nonlinear $N$-term approximation from the two-level-split bases. In §6 we advance the idea of using adaptively anisotropic B-space for measuring the smoothness of the functions, which is closely related to the problem for sparse representation of functions. The development of anisotropic Triebel-Lizorkin of an arbitrary smoothness is the grand open problem in this theory. The key is to construct anisotropic frames with well localized...
elements and prescribed vanishing moments which are faithfully aligned with the underlying anisotropic ellipsoid cover.

Candès and Donoho (e.g. [5, 6]) have developed the so called curvlets, which provide an alternative scheme for resolving singularities of functions along smooth curves in $\mathbb{R}^2$. The advantage of curvlets over our approach is that the curvlets form a frame, while our scheme is adaptive, and hence curvlets are easier to implement. On the other hand, the curvlet frame is overly redundant. More precisely at every location and scale there are numerous directional elements with various orientations (the number of orientations increases with the scale). Curvlets are purely $L_2$-creatures which rely on fine cancelations and are unusable for decomposition of functions in $L_p$, $p \neq 2$.

Yet another approach to resolving singularities of functions along smooth curves is developed in [1, 15] and is based on the so called Adaptive Geometric Wavelets. This method is closely related to the schemes employing ellipsoid covers and nested triangulations considered here; it proved to be very effective in image compression.

In the final Section 7 the two-level-split bases and the machinery of Besov spaces are applied in a regular set-up to the development of meshless multilevel Schwarz preconditioners for elliptic boundary value problems. The details of this development are given in [11], which was the starting point of this work.

Throughout we will use $|E|$ to denote the Lebesgue measure of $E \subset \mathbb{R}^n$; we will denote by $c, c_1, c_2$, etc. positive constants which may vary at every appearance. The equivalence $a \sim b$ means $c_1 a \leq b \leq c_2 a$.

2 Anisotropic multiscale structures on $\mathbb{R}^n$

In this article we are mainly concerned with anisotropic structures on $\mathbb{R}^n$ induced by anisotropic ellipsoid covers (dilations) of $\mathbb{R}^n$ and the related function spaces. For comparison we will also briefly review the anisotropic multilevel nested triangulations of $\mathbb{R}^2$.

2.1 Anisotropic multilevel ellipsoid covers (dilations) of $\mathbb{R}^n$

We denote by $B(x, r)$ the Euclidean ball in $\mathbb{R}^n$ of radius $r$ centered at $x$. The image of the unit ball $B^\ast := B(0, 1)$ in $\mathbb{R}^n$ via an affine transform will be called an ellipsoid.

**Definition 1.** We call \( \Theta = \bigcup_{m \in \mathbb{Z}} \Theta_m \) a discrete multilevel ellipsoid cover of $\mathbb{R}^n$ if the following conditions are obeyed, where $a_0, \ldots, a_8$, and $N_1$ are positive constants:

(a) Every level $\Theta_m$ ($m \in \mathbb{Z}$) consists of ellipsoids $\theta$ such that
\[ a_1 2^{-a_0 m} \leq |\theta| \leq a_2 2^{-a_0 m} \tag{1} \]

and \( \Theta_m \) is a cover of \( \mathbb{R}^n \), i.e. \( \mathbb{R}^n = \bigcup_{\theta \in \Theta_m} \theta \).

(b) For \( \theta \in \Theta \) let \( A_{\theta} \) be an affine transform of the form

\[
A_{\theta}(x) = M_{\theta} x + v_{\theta}, \quad M_{\theta} \in \mathbb{R}^{n \times n},
\]

such that \( \theta = A_{\theta}(B^*) \) and \( v_{\theta} := A(0) \) is the center of \( \theta \). We postulate that for any \( \theta \in \Theta_m \) and \( \theta' \in \Theta_{m+\nu} \) (\( m \in \mathbb{Z}, \nu \geq 0 \)) with \( \theta \cap \theta' \neq \emptyset \), we have

\[
a_3 2^{-a_0 \nu} \leq 1 / ||M_{\theta'}^{-1} M_{\theta}||_{\ell_2 \to \ell_2} \leq ||M_{\theta}^{-1} M_{\theta'}||_{\ell_2 \to \ell_2} \leq a_5 2^{-a_0 \nu}. \tag{2}\]

(c) Each ellipsoid \( \theta \in \Theta_m \) can be intersected by at most \( N_1 \) ellipsoids from \( \Theta_m \).

(d) For every \( x \in \mathbb{R}^n \) and \( m \in \mathbb{Z} \) there exists \( \theta \in \Theta_m \) such that \( x \in \theta^o \), where \( \theta^o \) is the dilated version of \( \theta \) by a factor of \( a_2 < 1 \), i.e. \( \theta^o = A_{\theta}(B(0,a_2)) \).

(e) If \( \theta \cap \eta \neq \emptyset \) with \( \theta \in \Theta_m \) and \( \eta \in \Theta_m \cup \Theta_{m+1} \), then \( |\theta \cap \eta| > a_8 |\eta| \).

We will denote by \( p(\Theta) := \{a_0, a_1, \ldots, a_8, N_1\} \) the set of all parameters in the above definition.

Several clarifying remarks are in order.

1. It is crucial that the set of all discrete ellipsoid covers of \( \mathbb{R}^n \) is invariant under affine transforms. More precisely, the images \( A(\theta) \) of all ellipsoids \( \theta \in \Theta \) of a given cover \( \Theta \) of \( \mathbb{R}^n \) via an affine transform \( A \) of the form \( A(x) = Mx + v \) with \( |\det M| = 1 \) form an ellipsoid cover of \( \mathbb{R}^n \) with the same parameters as \( \Theta \).

2. Condition (b) above indicates that if \( \theta \cap \theta' \neq \emptyset \), then the ellipsoids \( \theta \) and \( \theta' \) are similar in shape and orientation when they are from close levels. In particular, if \( \theta := M_{\theta}^{-1} M_{\theta'} \) and \( M = UDV \) is the singular value decomposition of \( M \), where \( U \) and \( V \) are orthogonal matrices, and \( D = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_n) \) is diagonal with \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_n > 0 \), then

\[
||M||_{\ell_2 \to \ell_2} = \sigma_1 \quad \text{and} \quad ||M_{\theta}^{-1} M_{\theta'}||_{\ell_2 \to \ell_2} = ||M^{-1}||_{\ell_2 \to \ell_2} = 1 / \sigma_n.
\]

Therefore, condition (b) is equivalently expressed as

\[
a_3 2^{-a_0 \nu} \leq \sigma_n \leq \ldots \leq \sigma_1 \leq a_5 2^{-a_0 \nu}. \tag{3}\]

This condition has a clear geometric interpretation: The affine transform \( A_{\theta}^{-1} \), which maps the ellipsoid \( \theta \) onto the unit ball \( B^* \), maps the ellipsoid \( \theta' \) onto an ellipsoid with semi-axes \( \sigma_1, \sigma_2, \ldots, \sigma_n \) satisfying (3).

3. Condition (e) may seem restrictive, but this is not the case. As is shown in [12] if \( \Theta \) is a discrete ellipsoid cover satisfying conditions (a) – (d) above, then there exists a discrete ellipsoid cover \( \Theta \) of \( \mathbb{R}^n \) which obeys conditions (a) – (e) (with possibly different constants \( a_1 \) and \( a_7 \)) obtained by dilating every ellipsoid \( \theta \in \Theta \) by a factor \( r_{\theta} \) satisfying \( (a_7 + 1) / 2 \leq r_{\theta} - 1 \).
Continuous and semi-continuous ellipsoid covers. Discrete ellipsoid covers of $\mathbb{R}^n$ are easy to derive from semi-continuous or continuous covers, which are in general easier to construct.

In the case of a semi-continuous ellipsoid cover $\Theta = \bigcup_{m \in \mathbb{Z}} \Theta_m$, an ellipsoid $\theta(v, m) \in \Theta_m$ is associated to every $v \in \mathbb{R}^n$ and $m \in \mathbb{Z}$ such that

$$a_1 2^{-a_0 m} \leq |\theta(v, m)| \leq a_2 2^{-a_0 m},$$

which replaces (1) and the respective affine transforms satisfy a condition similar to (2); conditions (c)-(e) are void.

In the case of a continuous ellipsoid cover $\Theta := \bigcup_{t \in \mathbb{R}} \Theta_t$, an ellipsoid $\theta(v, t) \in \Theta_t$ is associated to every $v \in \mathbb{R}^n$ and $t \in \mathbb{R}$ such that

$$a_1 2^{-a_0 t} \leq |\theta(v, t)| \leq a_2 2^{-a_0 t},$$

i.e. the scale is continuous as well. For more detail and the exact definitions of ellipsoid covers, see §2.2 in [12]

Examples. (i) The one parameter family of diagonal dilation matrices

$$D_t = \text{diag}(2^{-tb_1}, 2^{-tb_2}, \ldots, 2^{-tb_n}), \quad b_j > 0, \quad j = 1, \ldots, n,$$

apparently induces a continuous ellipsoid cover of $\mathbb{R}^n$.

(ii) Suppose $A$ is an $n \times n$ real matrix with eigenvalues $\lambda$ satisfying $|\lambda| > 1$. Then it is easy to see that the affine transforms $A_{v,m}(x) := A^{-m}x + v$, $v \in \mathbb{R}^n$, $m \in \mathbb{Z}$, define a semi-continuous ellipsoid cover (dilations) of $\mathbb{R}^n$. This particular kind of dilations are used in [2, 3, 4] for the development of anisotropic Hardy, Besov, and Triebel-Lizorkin spaces.

(iii) The continuous covers used in Section 6 (see also §7 in [12]) are nontrivial examples of anisotropic ellipsoid covers of $\mathbb{R}^2$, where the ellipsoids change rapidly from point to point and in depth.

The point is that, on the one hand, continuous and semi-continuous covers are easier to construct and, on the other, given a semi-continuous or continuous cover one can construct a discrete ellipsoid cover with essentially the same (equivalent) metric (see [12]).

Quasi-distance. A quasi-distance is naturally associated with any discrete, semi-continuous or continuous ellipsoid covers of $\mathbb{R}^n$. Recall that a quasi-distance on a set $X \neq \emptyset$ is a map $\rho : X \times X \rightarrow [0, \infty)$ satisfying the conditions:

(a) $\rho(x, y) = 0 \iff x = y$,
(b) $\rho(y, x) = \rho(x, y)$,
(c) $\rho(x, z) \leq \kappa(\rho(x, y) + \rho(y, z))$.

Here $\kappa \geq 1$ is a constant.

Definition 2. Assuming that $\Theta$ is a continuous, semi-continuous or discrete ellipsoid cover of $\mathbb{R}^n$, we define $\rho : \mathbb{R}^n \times \mathbb{R}^n \rightarrow [0, \infty)$ by
\[ \rho(x,y) := \inf\{ |\theta| : \theta \in \Theta \text{ and } x,y \in \theta \}. \]  

(4)

**Proposition 1.** [12] For any ellipsoid cover \( \Theta \) of \( \mathbb{R}^n \) the map \( \rho : \mathbb{R}^n \times \mathbb{R}^n \to [0,\infty) \) defined above is a quasi-distance on \( \mathbb{R}^n \).

Spaces of homogeneous type were first introduced in [8] (see also [9, 16]) as a means for extending the Calderón-Zygmund theory of singular integral operators to more general settings. Let \( X \) be a topological space endowed with a Borel measure \( \mu \) and a quasi-distance \( \rho(\cdot,\cdot) \). Assume that the balls \( B_\rho(x,r) := \{ y \in X : \rho(x,y) < r \} \), \( x \in X, r > 0 \), form a basis for the topology in \( X \). The space \( (X,\rho,\mu) \) is said to be of homogeneous type if there exists a constant \( A > 0 \) such that for all \( x \in X \) and \( r > 0 \),

\[ \mu(B_\rho(x,2r)) \leq A \mu(B_\rho(x,r)). \]

(5)

If (5) holds then \( \mu \) is said to be a doubling measure [25, Chapter 1, 1.1]. A space of homogeneous type is said to be normal, if uniformly \( \mu(B(x,r)) \sim r \).

Suppose \( \Theta \) is an ellipsoid cover of \( \mathbb{R}^n \) and let \( \rho(\cdot,\cdot) \) be the associated quasi-distance, defined in (4). Denote \( B_\rho(x,r) := \{ y \in \mathbb{R}^n : \rho(x,y) < r \} \) for \( x \in \mathbb{R}^n, r > 0 \). As is shown in [12] there exist ellipsoids \( \Theta', \Theta'' \in \Theta \) such that \( \Theta' \subset B_\rho(x,r) \subset \Theta'' \) and \( |\Theta'| \sim |B_\rho(x,r)| \sim |\Theta''| \sim r \). Consequently, \( \mathbb{R}^n \) equipped with the distance \( \rho(\cdot,\cdot) \) and the Lebesgue measure, i.e. \( (\mathbb{R}^n,\rho,dx) \) is a homogeneous type space. Therefore, the machinery of spaces of homogeneous type can be employed to our purposes here.

### 2.2 Comparison of ellipsoid covers with nested triangulations in \( \mathbb{R}^2 \)

An alternative way of introducing anisotropic structures in \( \mathbb{R}^2 \) is through multilevel nested triangulations. The strong locally regular (SLR) triangulations, introduced in [20], provide a structure compatible with ellipsoid covers. We next recall briefly the definition of SLR-triangulations.

We call \( \mathcal{T} = \bigcup_{m \in \mathbb{Z}} \mathcal{T}_m \) an SLR-triangulation of \( \mathbb{R}^2 \) with levels \( \{ \mathcal{T}_m \} \) if the following conditions are obeyed:

(a) Every level \( \mathcal{T}_m \) consists of closed triangles with disjoint interiors which cover \( \mathbb{R}^2 \) and there are no hanging vertices.

(b) \( \mathcal{T}_{m+1} \) is a refinement of \( \mathcal{T}_m \) \( (m \in \mathbb{Z}) \) and each triangle \( \triangle \in \mathcal{T}_m \) is subdivided and has uniformly bounded number of children in \( \mathcal{T}_{m+1} \).

(c) For each \( \triangle \in \mathcal{T} \) let \( A_\triangle \) be an affine transform of the form

\[ A_\triangle(x) = M_\triangle x + v_\triangle, \quad M_\triangle \in \mathbb{R}^{n \times n}, \]

such that \( \triangle = A_\triangle(\triangle^*) \), where \( \triangle^* \) is an equilateral reference triangle. Now the condition is that for any \( \triangle \in \mathcal{T}_m \) and \( \triangle' \in \mathcal{T}_m \cup \mathcal{T}_{m+1} \) such that \( \triangle' \cap \triangle \neq \emptyset \) one has

\[ c_1 \leq 1/\|M_\triangle^{-1}M_{\triangle'}\|_{L_2 \to L_2} \leq \|M_\triangle^{-1}M_{\triangle'}\|_{L_2 \to L_2} \leq c_2. \]

(6)
In [20] condition (c) is formulated in an equivalent form via a minimum angle condition.

Note that the multilevel SLR-triangulations provide a means for constructing discrete ellipsoid covers of $\mathbb{R}^2$. Given an SLR-triangulation $\mathcal{T}$ one considers for each triangle $\triangle \in \mathcal{T}$ the minimum area circumscribed ellipse. Then one dilates the resulting ellipses by a sufficiently large factor $> 1$ to obtain a discrete ellipse cover of $\mathbb{R}^2$.

The main advantage of ellipse covers over SLR-triangulations is that the latter are nested which makes them less flexible and harder to construct. On the other hand, as shown in [13] in presence of an SLR-triangulation it is easier to construct building blocks consisting of piecewise polynomials. Also the respective generalized Besov spaces and nonlinear approximation theory are easier to develop. We will be more specific about these issues later on.

3 Building blocks

The construction of simple elements (building blocks) which allow to represent the functions and characterize the norms of the spaces of interest is imperative for our theory. Here we first define a sequence of of bases consisting of $C^\infty$ functions supported on the ellipsoids of the underlying anisotropic ellipsoid cover. Secondly, we construct compactly supported duals which generate local projectors and two-level-split bases. Thirdly, we develop smooth global duals which provide polynomial reproducing kernels that we utilize to the construction of anisotropic frames.

3.1 Construction of a multilevel system of bases

Given a discrete ellipsoid cover $\Theta$ of $\mathbb{R}^n$, we first construct for each level $m \in \mathbb{Z}$ a stable basis $\Phi_m$ whose elements are smooth functions supported on the ellipsoids of $\Theta_m$. The procedure begins by first coloring the ellipsoids in $\Theta$. It is easy to see that $\Theta$ can be split into no more than $2N_1$ disjoint subsets (colors) $\{\Theta^{\ell}\}_{\ell=1}^{2N_1}$ so that for any $m \in \mathbb{Z}$ neither two ellipsoids $\Theta', \Theta'' \in \Theta_m \cup \Theta_{m+1}$ with $\Theta' \cap \Theta'' \neq \emptyset$ are of the same color.

Our second step is to construct locally independent piecewise polynomial bumps. For fixed positive integers $M$ and $k$ ($M \geq k$) we define

$$\tilde{\phi}_\ell(x) := (1 - |x|^2)^{M+k}, \quad \ell = 1, 2, \ldots, 2N_1.$$  

Notice that $\tilde{\phi}_\ell$, $\ell = 1, \ldots, 2N_1$, being of different degrees are linearly independent on any ball contained in $B'(0,1)$.  

The next step is to smooth out each $\tilde{\phi}_\ell$ by convolving it with a compactly supported $C^\infty$ function. Namely, let $h \in C^\infty(\mathbb{R}^n)$ be such that $\text{supp } h = \overline{B'(0,1)}$, $h \geq 0$, and
where for every \( x \in \langle \text{function}\rangle \) \( \in \mathbb{R}^n \) the bump \( \phi_k^* := \bar{\phi}_k \ast h_\delta \) belongs to \( C^\infty \). \( \phi_k^* \) is a polynomial of degree exactly 2\((M + \ell k)\) on \( B(0, 1 - \delta) \) and \( \text{supp} \phi_k^* = B(0, 1 - \delta) \). Now we define \( \phi_k^*(x) := \phi_k^*((1 + \delta)x) \).

For any \( \theta \in \Theta \) we let \( A_\theta \) denote the affine transform from Definition 1 such that \( A_\theta(B^*) = \theta \) and set

\[
\phi_\theta := \phi_k \circ A_\theta^{-1} \quad \text{for} \quad \theta \in \Theta^\ell, \quad 1 \leq \ell \leq 2N_1.
\]

We introduce an \( m \)th level partition of unity by defining for each \( \theta \in \Theta_m \)

\[
\underline{\varphi}_\theta := \frac{\phi_\theta}{\sum_{\theta' \in \Theta_m} \phi_{\theta'}}.
\]

By property (d) of ellipsoids covers it follows that \( \sum_{\theta \in \Theta_m} \varphi_\theta(x) = 1 \) for \( x \in \mathbb{R}^n \).

Let

\[
\{ P_\beta : |\beta| \leq k - 1 \}, \quad \text{where} \quad \deg P_\beta = |\beta|,
\]

be an orthonormal basis in \( L_2(B^*) \) for the space \( \mathcal{P}_k \) of all polynomials in \( n \) variables of total degree \( k - 1 \). For each \( \theta \in \Theta \) and \( |\beta| < k \) we define

\[
P_{\theta, \beta} := |\theta|^{-1/2} P_\beta \circ A_\theta^{-1} \quad \text{and} \quad g_{\theta, \beta} := \varphi_\theta P_{\theta, \beta}.
\]

To simplify our notation, we denote

\[
A_m := \{ \lambda := (\theta, \beta) : \theta \in \Theta_m, |\beta| < k \} \quad \text{and} \quad g_\lambda := g_{\theta, \beta}, \quad \lambda = (\theta, \beta).
\]

Also, for \( \lambda = (\theta, \beta) \) we will denote by \( \theta_\lambda \) and \( \beta_\lambda \) the components of \( \lambda \).

Now we define the \( m \)th level basis \( \Phi_m \) by

\[
\Phi_m := \{ g_\lambda : \lambda \in \Lambda_m \} \quad \text{and set} \quad S_m := \text{span}(\Phi_m),
\]

where “span” means “closed span”.

By the definition of \( \{ g_\lambda \} \) it readily follows that \( \mathcal{P}_k \subset S_m \). More importantly, \( \Phi_m \) is locally linearly independent and \( L_p \)-stable, which will be recorded in the next theorem.

**Theorem 1.** Any function \( f \in S_m \) has a unique representation

\[
f(x) = \sum_{\lambda \in \Lambda_m} (f, \tilde{g}_\lambda) g_\lambda(x),
\]

where for every \( x \in \mathbb{R}^n \) the sum is finite and the functions \( \{ \tilde{g}_\lambda \} \) have the following properties: \( \text{supp}(\tilde{g}_\lambda) \subset \Theta_\lambda, \| \tilde{g}_{\theta, \beta} \|_p \sim |\theta|^{1/p - 1/2} \) and the biorthogonal relation \( (g_\lambda, \tilde{g}_\lambda) = \delta_{\lambda, \lambda} \) holds. Moreover, for any \( f \in S_m \cap L_p \), \( 0 < p \leq \infty \), such that \( f = \sum_{\lambda \in \Lambda_m} c_\lambda g_\lambda \) we have
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\[ \| f \|_p \sim \left( \sum_{\lambda \in \Lambda} \| c_{\lambda} g_\lambda \|_p^p \right)^{1/p} \]  \hspace{1cm} (13) \\

with the obvious modification when \( p = \infty \).

The proof of this theorem is based on the local linear independence of the functions \( \{ g_\lambda : \lambda \in \Lambda_m \} \) and uses a compactness argument, see [12] for the details.

We will denote \( \tilde{\Phi}_m := \{ \tilde{g}_\lambda : \lambda \in \Lambda_m \} \).

### 3.2 Compactly supported duals and local projectors

Our next step is to introduce simple operators which map \( L^p_{\text{loc}} \) into \( S_m \) and locally preserve the polynomials \( P \in \mathcal{P}_k \) with \( \mathcal{P}_k \) being the set of all polynomials of degree \( < k \). These operators will give us a vehicle for developing a decomposition scheme which allows to characterize the anisotropic Besov norms induced by ellipsoid covers of \( \mathbb{R}^n \).

Using the bases \( \{ \Phi_m \} \) and their duals \( \{ \tilde{\Phi}_m \} \) from Theorem 1 we introduce projectors \( Q_m \) mapping \( L^p_{\text{loc}} \) (\( 1 \leq p \leq \infty \)) onto the spaces \( S_m \) defined by

\[ Q_m f := \int_{\mathbb{R}^n} Q_m(x,y) f(y) \, dy \quad \text{with} \quad Q_m(x,y) := \sum_{\lambda \in \Lambda_m} \tilde{g}_\lambda(y) g_\lambda(x). \]  \hspace{1cm} (14)

Evidently, \( Q_m \) is a linear operator which maps \( L^p_{\text{loc}} \) into \( S_m \) and preserves locally all polynomials from \( \mathcal{P}_k \). To be more specific, setting

\[ \theta^* := \bigcup \{ \theta' \in \Theta_m : \theta \cap \theta' \neq \emptyset \} \quad \text{for} \quad \theta \in \Theta_m, \]  \hspace{1cm} (15)

it is easy to see that if \( f|_{\theta^*} = P|_{\theta^*} \) with \( P \in \mathcal{P}_k \), then \( Q_m f|_{\theta} = P|_{\theta} \).

Another simple operator with similar properties is given in [12].

Evidently, the operators \( \{ Q_m \} \) from above are no longer usable, when working in \( L^p \) with \( p < 1 \). In this case, for a given ellipsoid \( \theta \in \Theta \), we let \( T_{\theta,p} : L^p_{\text{loc}}(\theta) \rightarrow \mathcal{P}_k|_{\theta} \) be a projector such that

\[ \| f - T_{\theta,p} f \|_{L^p(\theta)} \leq c E_k(f, \theta)_p, \quad f \in L^p_{\text{loc}}(\theta), \]  \hspace{1cm} (16)

where \( E_k(f, \theta)_p := \inf_{P \in \mathcal{P}_k} \| f - P \|_{L^p(\theta)} \). Thus \( T_{\theta,p} f \) is simply a near best approximation to \( f \) from \( \mathcal{P}_k \) in \( L^p(\theta) \), and hence \( T_{\theta,p} \) can be realized as a linear projector onto \( \mathcal{P}_k|_{\theta} \) if \( p \geq 1 \) by using, say, the Averaged Taylor polynomials, see e.g. [13]. Of course, \( T_{\theta,p} \) is a nonlinear operator if \( p < 1 \).

We now define the operator \( T_{m,p} : L^p_{\text{loc}} \rightarrow S_m \) by

\[ T_{m,p} f := \sum_{\theta \in \Theta_m} \varphi_\theta T_{\theta,p} f. \]  \hspace{1cm} (17)
Evidently, the operator $T_{m,p}$ ($0 < p \leq \infty$) is a local projector onto $\mathcal{D}_k$ (nonlinear if $p < 1$) just like $Q_m$. Since $T_{m,p}f \in S_m$, it can be represented in terms of the basis functions $g_\lambda$ as

$$T_{m,p}f = \sum_{\theta \in \Theta_m} \sum_{|\beta| < k} b_{\theta,\beta}(f)g_{\theta,\beta} = \sum_{\lambda \in \Lambda_m} b_\lambda(f)g_\lambda,$$

where $b_\lambda(f) := \langle T_{m,p}f, \hat{g}_\lambda \rangle$ depends nonlinearly on $f$ if $p < 1$.

In summary, if $\hat{T}_m := Q_m$ or $\hat{T}_m := T_{m,p}$, then

$$\hat{T}_m f = \sum_{\lambda \in \Lambda_m} b_\lambda(f)g_\lambda, \text{ where } b_\lambda(f) = \begin{cases} \langle f, \hat{g}_\lambda \rangle & \text{if } \hat{T}_m = Q_m, \\ \langle T_{m,p}f, \hat{g}_\lambda \rangle & \text{if } \hat{T}_m = T_{m,p}. \end{cases}$$

Proposition 2. Suppose $\hat{T}_m$ is any of the operators $Q_m$ or $T_{m,p}$ if $1 \leq p \leq \infty$, and $\hat{T}_m := T_{m,p}$ if $0 < p < 1$. Then for $f \in L^\infty_p$ and $\theta \in \Theta_m$ ($m \in \mathbb{Z}$)

$$\|f - \hat{T}_m f\|_{L_p(\theta)} \leq c \sum_{\theta' \in \Theta_m : \theta' \cap \theta \neq \emptyset} \omega_k(f, \theta')_p,$$

and $\|f - \hat{T}_m f\|_{L_p(K)} \to 0$ as $m \to \infty$ for any compact $K \subset \mathbb{R}^n$.

Furthermore, if $f \in L_p$ ($L_\infty := C_0$), then $\|f - \hat{T}_m f\|_p \to 0$ as $m \to \infty$.

3.3 Two-level-split bases

Assume that $T_m$ ($m \in \mathbb{Z}$) is one of the operators $Q_m$ or $T_{m,p}$ if $p \geq 1$, and $T_m := T_{m,p}$ if $p < 1$, defined in §3.2. These operators and the bases $\{ \Phi_m \}_{m \in \mathbb{Z}}$ from (11) will be used to define two-level-split bases which will play an important role in what follows.
We will make use of the following representation of consecutive level polynomial bases, defined in (9):

\[ P_{\theta, \alpha} = \sum_{|\beta| < k} C^{\theta, \eta}_{\alpha, \beta} P_{\eta, \beta}, \quad \theta \in \Theta_m, \quad \eta \in \Theta_{m+1}. \]  

(21)

Then since \( \sum_{\eta \in \Theta_{m+1}} \varphi_\eta = 1 \), we have

\[ P_{\theta, \alpha} = \sum_{\eta \in \Theta_{m+1}} \sum_{\theta \cap \eta \neq \emptyset} \sum_{|\beta| < k} C^{\theta, \eta}_{\alpha, \beta} P_{\eta, \beta} \varphi_\eta \quad \text{on} \ \theta. \]

This yields

\[ T_{m+1} f - T_m f = \sum_{\eta \in \Theta_{m+1}} \sum_{|\beta| < k} b_{\eta, \beta}(f) P_{\eta, \beta} \varphi_\eta - \sum_{\theta \in \Theta_m} \sum_{|\alpha| < k} b_{\theta, \alpha}(f) P_{\theta, \alpha} \varphi_\theta \]

(22)

\[ = \sum_{\theta \in \Theta_m} \varphi_\theta \sum_{\eta \in \Theta_{m+1}} \sum_{|\beta| < k} b_{\eta, \beta}(f) P_{\eta, \beta} \varphi_\eta \]

\[ - \sum_{\theta \in \Theta_m} \sum_{|\alpha| < k} b_{\theta, \alpha}(f) \sum_{\theta \cap \eta \neq \emptyset} \sum_{|\beta| < k} m^{\theta, \eta}_{\alpha, \beta} P_{\eta, \beta} \varphi_\theta \varphi_\eta \]

\[ = \sum_{\theta \in \Theta_m} \sum_{|\alpha| < k} \left\{ b_{\eta, \beta}(f) - \sum_{|\alpha| < k} m^{\theta, \eta}_{\alpha, \beta} b_{\theta, \alpha}(f) \right\} P_{\eta, \beta} \varphi_\theta \varphi_\eta, \]

where \( b_\lambda(f) \) are given by (19) and depends on the choice of \( T_m \). Thus, setting

\[ \mathcal{V}_m := \{ \nu = (\eta, \theta, \beta) : \eta \in \Theta_{m+1}, \theta \in \Theta_m, \theta \cap \eta \neq \emptyset, |\beta| < k \}, \quad m \in \mathbb{Z}, \]

(23)

the building blocks in (22) have the form

\[ F_\nu := P_{\eta, \beta} \varphi_\eta \varphi_\theta, \quad \nu = (\eta, \theta, \beta) \in \mathcal{V}_m, \]

(24)

where \( P_{\eta, \beta} \) are defined in (9) and \( \varphi_\eta, \varphi_\theta \) are from (7). We define

\[ \mathcal{F}_m := \{ F_\nu : \nu \in \mathcal{V}_m \} \quad \text{and} \quad W_m := \text{span}(\mathcal{F}_m), \quad m \in \mathbb{Z}. \]

(25)

Note that \( F_\nu \in C^o, \supp F_\nu = \overline{\theta \cap \eta} \) if \( \nu = (\eta, \theta, \beta) \) and \( \| F_\nu \|_2 \sim 1 \).

One uses the argument of the proof of Theorem 1 (see [12]) to establish the stability of the two-level-split bases:

**Theorem 2.** Any \( f \in W_m \) has a unique representation

\[ f = \sum_{\nu \in \mathcal{V}_m} c_\nu(f) F_\nu, \]

(26)

where the dual functionals \( c_\nu(\cdot) \) are of the following form: For each \( \nu \in \mathcal{V}_m, \nu = (\eta, \theta, \beta) \), there is an ellipsoid \( B_\nu \subset \overline{\theta \cap \eta} \) with \( |B_\nu| \sim |\eta| \) and \( B_\nu = A_\eta(B_\nu^*) \) for some ball \( B_\nu^* \subset B^* \) such that \( c_\nu(f) = \langle f, F_\nu \rangle \), where \( \text{supp} F_\nu \subset B_\nu, \| F_\nu \|_p \sim |\eta|^{1/p - 1/2} \).

Moreover, if \( f \in W_m \) and \( f = \sum_{\nu \in \mathcal{V}_m} a_\nu F_\nu \), then
with the obvious modification when \( p = \infty \).

Using the results from §3.2 one easily derives multilevel decompositions of functions using the two-level-split bases from above.

**Theorem 3.** For any \( f \in L^p_{\text{loc}}(\mathbb{R}^n) \), \( 0 < p \leq \infty \),

\[
f = T_0f + \sum_{m \geq 0} (T_{m+1}f - T_m f) = \sum_{m \geq -1} \sum_{\nu \in \mathcal{V}_m} d_\nu(f)F_\nu,
\]

(28)

where the convergence is in \( L^p(K) \) for all compacta \( K \subset \mathbb{R}^n \). Here for \( m \geq 0 \)

\[
d_\nu(f) = b_{\eta, \beta}(f) - \sum_{|\alpha| < k} C^0_{\alpha, \beta} b_{\eta, \beta}(f), \quad \nu := (\eta, \theta, \beta)
\]

(29)

with \( C^0_{\alpha, \beta} \) from (21), while \( \nu := \Lambda_0, F_0 := g_\lambda \) and \( d_\lambda(f) := b_\lambda(f) \) if \( \lambda \in \nu_{-1} \).

Moreover, if \( f \in L_p \) \((L_{\infty} := C_0)\), then (28) as well as

\[
f = \sum_{m \in \mathbb{Z}} (T_{m+1} - T_m)f
\]

(30)

hold in \( L_p \).

### 3.4 Global duals and polynomial reproducing kernels

A substantial drawback of the operators \( Q_m \) and \( T_{m,p} \) considered in §§3.2-3.3 is that their transposed operators do not reproduce polynomials. For instance, it is easy to see that for the operator \( Q_m \) from (14) we have \( Q_mP(x) = \int_{\mathbb{R}^n} Q_m(x,y)P(y)dy \) \( \forall P \in \mathcal{P}_k \), however, \( Q_mP(y) = \int_{\mathbb{R}^n} Q_m(x,y)P(x)dx \) is no longer true for \( P \in \mathcal{P}_k \). Consequently, these operators do not fit in the general framework of approximation to the identity operators in homogeneous spaces, which allows to construct anisotropic wavelet frames (see e.g. [16]). This problem is fixed in [14] by introducing smooth duals to the bases \( \{g_\lambda\}_{\lambda \in \Lambda_0^r} \), which we describe next.

As in [14] to simplify our set-up we will assume for the rest of this section that in the definition of ellipsoid covers of \( \mathbb{R}^n \) we have \( a_0 = 0 \) (see Definition 1). Also to make our presentation more compatible with [14] we will slightly change our notation assuming that all operators of interest reproduce polynomials of degree \( < r \) instead of degree \( < k \).

The next step is to introduce an appropriate generalization to higher orders of the **approximation to the identity** definition given in [16]. To this end we first have to establish some convenient notation. Let \( K(x,y) \) be a smooth kernel. For \( x, y \in \mathbb{R}^n \) the Taylor representation of \( K(x,y) \) centered at \( x \) with \( y \) fixed can be written in the
form
\[ K(z, y) = T_{r-1, x}(K(\cdot, y))(z) + R_{r, x}(K(\cdot, y))(z), \quad z \in \mathbb{R}^n, \] (31)
where \( T_{r-1} \) is the Taylor polynomial of degree \( r-1 \) and \( R_{r, x} \) is the \( r \)th order Taylor remainder.

In the particular case of spaces of homogeneous type generated by an anisotropic ellipsoid cover of \( \mathbb{R}^n \) with a quasi-distance \( \rho(\cdot, \cdot) \) we will need the notation
\[ \mu(x, y, d) := \begin{cases} \mu_0 & \text{if } \rho(x, y) < d, \\ \mu_1 & \text{if } \rho(x, y) \geq d. \end{cases} \] (32)

**Definition 3.** Let \((\mathbb{R}^n, \rho, dx)\) be a normal space of homogeneous type. A sequence of kernel operators \( \{S_m\}_{m \in \mathbb{Z}^+} \) formally defined by \( S_m(f)(x) := \int_{\mathbb{R}^n} S_m(x, y) f(y) dy \), is an approximation to the identity of order \((\mu, \delta, r)\), where \( \mu = (\mu_0, \mu_1) \), \( 0 < \mu_0 \leq \mu_1 \leq 1 \), \( \delta > 0 \), \( r \in \mathbb{N} \), with respect to \( \rho(\cdot, \cdot) \), if for some constant \( c > 0 \) the following conditions are satisfied:

(i) \( |S_m(x, y)| \leq c \frac{2^{-m\delta}}{(2^{-m} + \rho(x, y))} \), \( \forall x, y \in \mathbb{R}^n \).

(ii) For \( 1 \leq k \leq r \) and all \( x, y, z \in \mathbb{R}^n \),
\[ |R_{k, x}(S_m(\cdot, y))(z)| \leq c \rho(x, z)^{\mu(z, 2^{-m})} k \times \left( \frac{2^{-m\delta}}{(2^{-m} + \rho(x, y))^{1+\delta+\mu(z, 2^{-m})}} + \frac{2^{-m\delta}}{(2^{-m} + \rho(y, z))^{1+\delta+\mu(z, 2^{-m})}} \right), \]
\[ |R_{k, y}(S_m(x, \cdot))(z)| \leq c \rho(y, z)^{\mu(y, 2^{-m})} k \times \left( \frac{2^{-m\delta}}{(2^{-m} + \rho(x, y))^{1+\delta+\mu(y, 2^{-m})}} + \frac{2^{-m\delta}}{(2^{-m} + \rho(x, z))^{1+\delta+\mu(y, 2^{-m})}} \right), \]

(iii) For \( 1 \leq k \leq r \) and all \( x, x', y, y' \in \mathbb{R}^n \)
\[ |R_{k, x}(R_{k, y}(S_m(\cdot, y'))(y'))(x')| \leq c \rho(x, x')^{\mu(x, x', 2^{-m})} k \times \left( \frac{2^{-m\delta}}{(2^{-m} + \rho(x, y'))^{1+\delta+\mu(x, x', 2^{-m})}} + \frac{2^{-m\delta}}{(2^{-m} + \rho(y', y')^{1+\delta+\mu(x, x', 2^{-m})}} \right) \]
\[ + \frac{2^{-m\delta}}{(2^{-m} + \rho(x', y'))^{1+\delta+\mu(x, x', 2^{-m})}} + \frac{2^{-m\delta}}{(2^{-m} + \rho(x', y')^{1+\delta+\mu(x, x', 2^{-m})}} \right) \]
P corresponds to the case $0 < \delta < r = 1$.

To construct well localized kernels $S_m(x,y)$ which reproduce polynomials we need to construct an appropriate dual basis to $\Phi_m$. Let $G_m$ be the Gram matrix

$$G_m := [A_{\lambda,\lambda'}]_{\lambda, \lambda' \in \Lambda_m}, \quad A_{\lambda,\lambda'} := \langle g_\lambda, g_{\lambda'} \rangle := \int_{\mathbb{R}^n} g_\lambda(y) g_{\lambda'}(y) \, dy.$$

By Theorem 1, for any sequence $t = (t_{\lambda})_{\lambda \in \Lambda_m}$ in $l_2(\Lambda_m)$ we have

$$c_1 \| t \|_2 \leq \langle G_m t, t \rangle = \left\| \sum_{\lambda \in \Lambda_m} t_{\lambda} g_\lambda \right\|_2 \leq c_2 \| t \|_2,$$

where the constants $c_1, c_2 > 0$ are independent on $t$ and $m$. Therefore, the operator $G_m : l_2 \to l_2$ with matrix $G_m$ is symmetric, positive and $c_1 I \leq G_m \leq c_2 I$. Hence, $G_m^{-1}$ exists and $c_1^{-1} I \leq G_m^{-1} \leq c_2^{-1} I$. Denote by $G_m^{-1} := [B_{\lambda,\lambda'}]_{\lambda, \lambda' \in \Lambda_m}$ the matrix of the operator $G_m^{-1}$.

The next lemma shows that the entries of $G_m^{-1}$ decay away from its main diagonal at sub-exponential rate.

**Lemma 1.** [14] There exist constants $0 < q_s, \gamma < 1$ and $c > 0$ depending only on $p(\Theta)$ and $r$ such that for any entry $B_{\lambda,\lambda'}$ of $G_m^{-1}$ ($\lambda, \lambda' \in \Lambda_m$) and points $x \in \Theta_\lambda$, $y \in \Theta_{\lambda'}$,

$$|B_{\lambda,\lambda'}| \leq cq_s^{(2m p(x,y))/\gamma}. \quad (33)$$

**Definition of smooth duals.** We define new duals by

$$\tilde{g}_\lambda := \sum_{\lambda' \in \Lambda_m} B_{\lambda,\lambda'} g_{\lambda'}, \quad \lambda \in \Lambda_m, \quad (34)$$

and set $\tilde{\Phi}_m := \{ \tilde{g}_\lambda \}_{\lambda \in \Lambda_m}$. For $\lambda \in \Lambda_m$, let $x_0$ be any point in $\Theta_\lambda$. Combining (33) and (34) it follows that

$$|\tilde{g}_\lambda(x)| \leq c2^{-m/2} \sum_{\lambda' \in \Theta_{\lambda'}} |B_{\lambda,\lambda'}| \leq c2^{-m/2} q_s^{(2m p(x,x_0))/\gamma}. \quad (35)$$

Therefore, each $\tilde{g}_\lambda$ has sub-exponential decay with respect to the quasi-distance induced by $\Theta$. Also, it is easy to verify the biorthogonality relation, namely,

$$\langle g_\lambda, \tilde{g}_{\lambda'} \rangle = \sum_{\lambda'' \in \Lambda_m} B_{\lambda,\lambda''} \langle g_\lambda, g_{\lambda''} \rangle = \langle G_m^{-1} G_m \rangle_{\lambda, \lambda'} = \delta_{\lambda, \lambda'}.$$
Anisotropic function spaces with applications

We use the bases $\Phi_m$ and $\Phi_m$ to introduce an approximation to the identity determined by the operators $\{S_m\}_{m \in \mathbb{Z}}$ with kernels

$$S_m(x,y) := \sum_{\lambda \in \Lambda_m} g_{\lambda}(x) \tilde{g}_{\lambda}(y). \quad (36)$$

In the next theorem we record the fact that these kernels define the desired approximation to the identity.

**Theorem 4.** [14] For a discrete ellipsoid cover $\Theta$, the kernels from (36) define an approximation to the identity with respect to the quasi-distance $\rho(\cdot, \cdot)$ induced by $\Theta$. Here the vector $\mu$ can be defined as $\mu := (a_0, a_4)$, the parameter $\delta$ can be selected arbitrarily large and the parameter $r$ is the degree of the polynomials used in the construction of the local ellipsoid “bumps” in §3.1.

### 3.5 Construction of anisotropic wavelet frames

**Wavelet operators.** Let $\{S_m\}_{m \in \mathbb{Z}}$ be an approximation to the identity of order $(\mu, \delta, r)$. Then evidently the kernels of the wavelet operators $D_m := S_{m+1} - S_m$ satisfy conditions (i)-(iii) in Definition 3, while the polynomial reproduction condition (iv) is replaced by the following zero moment condition

$$\int_{\mathbb{R}^n} D_m(x,y) P(y) dy = 0, \quad \int_{\mathbb{R}^n} D_m(x,y) P(x) dx = 0 \quad \forall P \in \mathcal{P}. \quad (37)$$

The next lemma shows that any two wavelet operators (kernels) from different scales are “almost orthogonal”.

**Lemma 2.** [14] Suppose two kernel operators $\{D_m^1\}_{m \in \mathbb{Z}}$ and $\{D_m^2\}_{m \in \mathbb{Z}}$ satisfy (37) for some $r \geq 1$ and conditions (i)-(ii) of an approximation to the identity of order $(\mu, \delta, r)$ for some $\delta \geq \mu_1 r$. Then

$$|D_m^1 D_m^2 f(x, y)| \leq c 2^{-|k| - |l| \mu r} \frac{2^{-\min(|k|, |l|) \delta}}{(2^{-\min(|k|, |l|)} + \rho(x, y))^{1+\delta}}, \quad k, l \in \mathbb{Z}. \quad (38)$$

**Dual wavelet operators.** In this section we leverage significantly on the results of Han and Sawyer [19] (see also [16]) concerning the Calderón reproducing formula in spaces of homogeneous type and adapt them to our specific setting. We begin with the definitions for anisotropic test functions and molecules.

**Definition 4.** Let $\rho(\cdot, \cdot)$ be a quasi-distance on $\mathbb{R}^n$. A function $f \in C(\mathbb{R}^n)$ is said to be in the anisotropic test function space $\mathcal{M}(\varepsilon, \delta, x_0, t)$, $0 < \varepsilon, \delta \leq 1, x_0 \in \mathbb{R}^n, t \in \mathbb{R}$, if there exists a constant $C > 0$ such that

(i) $|f(x)| \leq C \frac{2^{-\delta \varepsilon}}{(2^{-\delta \varepsilon} + \rho(x, x_0))^{1+\delta}} \quad \forall x \in \mathbb{R}^n.$

(ii) $|f(x) - f(y)| \leq C \rho(x, y)^\varepsilon \frac{2^{-\delta \varepsilon}}{(2^{-\delta \varepsilon} + \rho(x, x_0))^{1+\delta}} \quad \text{for all } x, y \in \mathbb{R}^n,$
where \( \rho(x,y) \leq \frac{1}{\kappa} (2^{-t} + \rho(x,x_0)) \) with \( \kappa \) the constant of the quasi-distance (see §2.1).

One can easily show that \( \mathcal{M}(\varepsilon, \delta, x_0, t) \) is a Banach space with norm \( \|f\|_{\mathcal{M}} \) defined as the infimum of all constants \( C \) such that (i)-(ii) are valid. We also denote \( \mathcal{M}(\varepsilon, \delta) := \mathcal{M}(\varepsilon, \delta, 0, 0) \).

**Definition 5.** The set of *molecules* \( \mathcal{M}_0(\varepsilon, \delta, x_0, t) \) is defined as the set of all anisotropic test functions \( f \in \mathcal{M}(\varepsilon, \delta, x_0, t) \) such that \( \int_{\mathbb{R}^n} f(\gamma) \, dy = 0 \).

We denote by \( \mathcal{M}_0(\varepsilon, \delta) \) the subspace of all molecules in \( \mathcal{M}(\varepsilon, \delta) \).

For some \( \gamma > \varepsilon \), let \( \mathcal{M}_0(\gamma, \delta) \) be the closure of \( \mathcal{M}(\gamma, \delta) \) in the norm of \( \mathcal{M}(\varepsilon, \delta) \).

Then, we define \( \mathcal{M}_0'(\varepsilon, \delta) \) as the dual of \( \mathcal{M}(\varepsilon, \delta) \).

We are now prepared to state the Calderón reproducing formula which implies the existence of dual wavelet operators.

**Theorem 5. [Continuous Calderón reproducing formula]** Suppose \( (\mathbb{R}^n, \rho, dx) \) is a normal space of homogeneous type and let \( \{S_m\}_{m \in \mathbb{Z}} \) be an approximation to the identity of order \( (\mu, \delta, r) \) with respect to \( \rho(\cdot, \cdot) \). Set \( D_m := S_{m+1} - S_m \) for \( m \in \mathbb{Z} \). Then there exist linear operators \( \{\hat{D}_m\}_{m \in \mathbb{Z}} \) and \( \{\hat{D}_m\}_{m \in \mathbb{Z}} \) such that for any \( f \in \mathcal{M}_0(\varepsilon, \gamma), 0 < \gamma < \mu_0 \),

\[
\hat{f} = \sum_{m \in \mathbb{Z}} D_m \hat{D}_m(f) = \sum_{m \in \mathbb{Z}} D_m \hat{D}_m(f),
\]

where the series converge in the norm of \( \mathcal{M}(\varepsilon', \delta') \), \( \varepsilon' < \varepsilon, \gamma' < \gamma, \) and in \( L^p(\mathbb{R}^n) \), \( 1 < p < \infty \). Furthermore, for any \( \varepsilon < \mu_0 \), the kernels of \( \{\hat{D}_m\} \) and \( \{\hat{D}_m\} \) satisfy conditions (i)-(iii) of an approximation to the identity of order \( (\mu, \varepsilon, 1) \) (with constants depending on \( \varepsilon \)) and the r-th zero moments condition (37).

By a duality argument we obtain

**Corollary 1.** Under the hypothesis of Theorem 5 for any \( f \in \mathcal{M}_0'(\varepsilon, \delta) \) the series in (39) converges in \( \mathcal{M}_0'(\varepsilon, \delta) \) with \( \varepsilon < \varepsilon' < \mu_0, \gamma < \gamma' < \mu_0 \).

We next sketch the proof of Theorem 5. The method of proof is essentially similar to the method used in [19]. We use Coifman’s idea to write the identity operator \( I \) as

\[
I = \sum_{k} D_k = \sum_{k} D_k \sum_{l} D_l = \sum_{k,l} D_k D_l.
\]

For an integer \( N > 0 \) we introduce the operator \( D^N_m := \sum_{|j| \leq N} D_{m+j} \) and define the operators \( T_N \) and \( R_N \) by

\[
I = \sum_{k,l} D_k D_l = \sum_{k \in \mathbb{Z}} D^N_k D_k + \sum_{|j| > N} \sum_{k \in \mathbb{Z}} D_{k+j} D_k =: T_N + R_N.
\]

Let \( 0 < \varepsilon, \gamma < \mu_0 \). We claim that \( R_N \) is bounded on \( \mathcal{M}_0(\varepsilon, \gamma, x_0, t) \) for any \( x_0 \in \mathbb{R}^n \) and \( t \in \mathbb{R} \). Moreover, there exist constants \( \tau > 0 \) and \( c > 0 \) such that
\[ \|R_N f\|_{\mathcal{M}_0(\varepsilon, \gamma, x_0, t)} \leq c 2^{-N\varepsilon}\|f\|_{\mathcal{M}_0(\varepsilon, \gamma, x_0, t)} \quad \text{for} \quad f \in \mathcal{M}_0(\varepsilon, \gamma, x_0, t). \] (40)

Assume the claim for a moment. Choosing \( N \) so that \( c 2^{-N\varepsilon} < 1 \), then (40) implies that the operator \( T_N^{-1} \) exists and is bounded on \( \mathcal{M}_0(\varepsilon, \gamma, x_0, t) \). Thus, we obtain

\[ I = T_N^{-1} T_N = \sum_m (T_N^{-1} D_m^N) D_m = \sum_m \hat{D}_m D_m, \]

where \( \hat{D}_m := T_N^{-1} D_m^N \). The regularity conditions on the kernels \( \{D_m\} \) and (37) imply that for any fixed \( N \) and \( y \in \mathbb{R}^n \) the function \( D_m^N(\cdot, y) \) is in \( \mathcal{M}_0(\mu_0, \delta) \). This immediately implies that \( \hat{D}_m(\cdot, y) := T_N^{-1} D_m^N(\cdot, y) \) is in \( \mathcal{M}_0(\varepsilon, \gamma) \) for any \( 0 < \varepsilon, \gamma < \mu_0 \).

Similarly, we can write

\[ I = T_N T_N^{-1} = \left( \sum_m D_m^N D_m \right) T_N^{-1} = \sum_m D_m D_m^N T_N^{-1} = \sum_m \hat{D}_m D_m, \]

where \( \hat{D}_m := D_m^N T_N^{-1} \). By the same token, for any fixed \( N \) and \( x \in \mathbb{R}^n \), the function \( \hat{D}_m(x, \cdot) \) is in \( \mathcal{M}_0(\varepsilon, \gamma) \) for any \( 0 < \varepsilon, \gamma < \mu_0 \) and the proof is complete.

**Discussion.** In the proof of Theorem 5 we applied tools from the general theory of spaces of homogeneous type to construct dual wavelet operators. Although the kernels of the dual operators \( \{D_m\} \) and \( \{\hat{D}_m\} \) have the same vanishing moments as \( \{D_m\} \), we only claim very “modest” regularity and decay on them. For example, in Theorem 5 we claim that for any \( 0 < \varepsilon < \mu_0 \), there exists a constant \( c > 0 \) such that

\[ |D_m(x, y)|, |\hat{D}_m(x, y)| \leq \frac{c 2^{-m\gamma}}{(2^{-m} + p(x, y))^{1+\gamma}}. \]

At the same time, the construction of the anisotropic approximation of the identity over an ellipsoid cover in \( \mathbb{R}^n \) (see Theorem 4) produces wavelet kernels \( \{D_m\} \) such that for any \( \delta > 0 \)

\[ |D_m(x, y)| \leq \frac{c 2^{-m\delta}}{(2^{-m} + p(x, y))^{1+\delta}}, \quad c = c(\delta). \]

It is an *open problem* to define higher order anisotropic test function spaces and prove that the operators \( R_N := \sum_{|j| > N} \sum_{k \in \mathbb{Z}} D_{k+j} D_k \) are bounded on these higher order spaces as in (40).

Applying the Calderón reproducing formula we obtain the following Littlewood-Paley type result (see [16]).

**Proposition 3.** Suppose \( \{S_m\}_{m \in \mathbb{Z}} \) is an anisotropic approximation of the identity and let \( D_m = S_{m+1} - S_m, m \in \mathbb{Z} \). Then for any \( f \in L_p(\mathbb{R}^n) \), \( 1 < p < \infty \), we have

\[ \|f\|_p \sim \left\| \left( \sum_m |D_m(f)(\cdot)|^2 \right)^{1/2} \right\|_p. \]
3.6 Discrete wavelet frames

Here we describe briefly the construction of wavelet frames using the discrete Calderón reproducing formula, which in turn is obtained by “sampling” the continuous Calderón reproducing formula (see e.g. [16, 14]). We first introduce the following sampling process.

**Definition 6.** Let \( \rho(\cdot, \cdot) \) be a quasi-distance on \( \mathbb{R}^n \). We call a set of closed domains \( \Omega_{m,k} \subset \mathbb{R}^n, m \in \mathbb{Z}, k \in I_m \), and points \( y_{m,k} \in \Omega_{m,k} \), a sampling set if the following conditions are satisfied:

(a) For each \( m \in \mathbb{Z} \), the sets \( \Omega_{m,k} \), \( k \in I_m \), have disjoint interiors.
(b) \( \mathbb{R}^n = \cup_{k \in I_m} \Omega_{m,k} \) for \( m \in \mathbb{Z} \).
(c) Each set \( \Omega_{m,k} \) satisfies \( \Omega_{m,k} \subset B_{\rho}(x_{m,k}, c 2^{-m}) \) for some point \( x_{m,k} \in \mathbb{R}^n \) (\( c > 0 \) is a constant).
(d) There exists a constant \( c' > 0 \) such that for any \( m \in \mathbb{Z} \) and \( k \in I_m \), we have \( \rho(y_{m,k}, y_{m,k'}) > c' 2^{-m} \) for all \( k' \in I_m, k' \neq k \), except perhaps for a set of uniformly bounded number of points.

In the next theorem we present the discrete Calderón reproducing formula.

**Theorem 6.** [14] Let \( \{S_m\}_{m \in \mathbb{Z}} \) be an anisotropic approximation to the identity of order \( (\mu, \delta, r) \) with respect to the quasi-distance induced by an ellipsoid cover \( \Theta \) of \( \mathbb{R}^n \). Denote \( D_m := S_{m+1} - S_m \) and let \( \{\Omega_{m,k}\} \) and \( \{y_{m,k}\} \) with \( y_{m,k} \in \Omega_{m,k} \) be a sampling set for \( \Theta \). Then there exist \( N > 0 \) and linear operators \( \{\hat{E}_m\} \) such that for any \( f \in \mathcal{M}(\epsilon, \gamma), 0 < \epsilon, \gamma < \mu_0, \)

\[
    f = \sum_{m \in \mathbb{Z}} \sum_{k \in I_m} \mathbb{1}_{\Omega_{m+N,k}} \hat{E}_m(f)(y_{m+N,k}) D_m(x, y_{m+N,k}),
\]

where the convergence is in \( \mathcal{M}(\epsilon', \gamma') \), \( \epsilon' < \epsilon, \gamma' < \gamma \), and in \( L_p(\mathbb{R}^n), 1 < p < \infty \). Furthermore, the kernels of \( \{\hat{E}_m\} \) satisfy conditions (i)-(iii) of anisotropic approximations to the identity of order \( (\mu, \epsilon, 1) \) for any \( \epsilon < \mu_0 \) (with constants depending on \( \epsilon \)) and the \( r \)th degree zero moments condition (37).

The proof of this theorem follows in the footsteps of the proof in the general case of homogeneous spaces (see e.g. [16]).

**Definition of anisotropic wave frames.** We denote briefly \( K_m := I_{m+N} \) and define the functions \( \{\psi_{m,k}\} \) by

\[
    \psi_{m,k}(x) := \mathbb{1}_{\Omega_{m+N,k}}^{1/2} D_m(x, y_{m+N,k})
\]

and the functionals \( \{\tilde{\psi}_{m,k}\} \) by

\[
    \tilde{\psi}_{m,k}(x) := \mathbb{1}_{\Omega_{m+N,k}}^{1/2} \hat{E}_m(y_{m+N,k}, x), \quad m \in \mathbb{Z}, \ k \in K_m.
\]

Then (41) takes the form...
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\[ f = \sum_{m} \sum_{k \in K_m} \langle f, \tilde{\psi}_{m,k} \rangle \psi_{m,k}. \]  

(42)

The next theorem shows that \( \{ \psi_{m,k} \}, \{ \tilde{\psi}_{m,k} \} \) is a pair of dual frames.

**Theorem 7.** [14] Let \( \{ S_m \}_{m \in \mathbb{Z}} \) be an anisotropic approximation to the identity of order \( (\mu, \delta, r) \). Denote \( D_m := S_{m+1} - S_m \) and let \( \{ \Omega_{m,k} \} \) and \( \{ \gamma_{m,k} \}, \gamma_{m,k} \in \Omega_{m,k} \) be a sampling set for \( \Theta \). Then there exist constants \( 0 < A \leq B < \infty \) such that for any \( f \in L_2(\mathbb{R}^n) \)

\[ A \| f \|_2^2 \leq \sum_{m} \sum_{k \in K_m} | \langle f, \tilde{\psi}_{m,k} \rangle |^2 \leq B \| f \|_2^2. \]  

(43)

### 3.7 Two-level-split frames

We now use the two-level-split construction from §3.3 and the smooth duals \( \{ \tilde{\tilde{g}}_\lambda \} \) from §3.4 to derive a useful representation for the wavelet kernels \( D_m(x,y) \).

For \( \lambda = (\theta, \beta) \) we denote \( \tilde{\tilde{g}}_{\theta,\beta} := \tilde{\tilde{g}}_\lambda \), where \( \tilde{\tilde{g}}_\lambda \) is defined in (34). Then the kernel \( S_m(x,y) \), defined in (36), has the representation

\[ S_m(x,y) = \sum_{\theta \in \Theta_m} \sum_{|\beta| < r} \tilde{\tilde{g}}_{\theta,\beta}(y) P_{\theta,\beta} \phi_\theta(x). \]

Now precisely as in §3.3 we get

\[ D_m(x,y) := S_{m+1}(x,y) - S_m(x,y) \]

\[ = \sum_{\eta \in \Theta_{m+1}} \sum_{\theta \in \Theta_m : \eta \neq \theta} \sum_{|\beta| < r} \left( \tilde{\tilde{g}}_{\eta,\beta}(y) - \sum_{|\alpha| < r} C_{\alpha,\beta}^{\eta,\beta} \tilde{\tilde{g}}_{\alpha,\alpha}(y) \right) P_{\eta,\beta}(x) \phi_\eta(x). \]

The new dual functions \( \tilde{\tilde{F}}_v, v = (\eta, \theta, \beta) \in \gamma_m \), are defined by

\[ \tilde{\tilde{F}}_v = \tilde{\tilde{F}}_{\eta,\theta,\beta} := \tilde{\tilde{g}}_{\eta,\beta} - \sum_{|\alpha| < r} C_{\alpha,\beta}^{\eta,\beta} \tilde{\tilde{g}}_{\alpha,\alpha}. \]  

(44)

Thus we arrive at the following representation

\[ D_m(x,y) = \sum_{v \in \gamma_m} \tilde{\tilde{F}}_v(y) F_v(x). \]

Observe that since each \( \theta \in \Theta_m \) is intersected by finitely many ellipsoids from \( \Theta_{m+1} \) it follows by (35) that the duals \( \{ \tilde{\tilde{F}}_v \} \) have sub-exponential localization as the duals \( \{ \tilde{\tilde{g}}_\lambda \} \). Also, Theorem 2 and Proposition 3 imply that \( \{ F_v \}, \{ \tilde{\tilde{F}}_v \} \) is a pair of dual frames.

**Proposition 4.** For any \( f \in L_2(\mathbb{R}^n) \)
\[ \|f\|_2 \sim \left( \sum_m \|D_m(f)\|_2^2 \right)^{1/2} \sim \left( \sum_{\nu} (f, F_\nu)^2 \right)^{1/2}. \]

4 Anisotropic Besov spaces (B-spaces)

In this section we review the anisotropic Besov spaces of positive smoothness induced by discrete ellipsoid covers of \( \mathbb{R}^n \), introduced in [12], and compare them with the B-spaces based on anisotropic nested triangulations of \( \mathbb{R}^2 \) from [13, 20]. We will be mainly interested in the homogeneous versions of these spaces.

4.1 B-spaces induced by anisotropic covers of \( \mathbb{R}^n \)

Assuming that \( \Theta \) is discrete ellipsoid cover of \( \mathbb{R}^n \) (see Definition 1) we will define the homogeneous B-spaces \( \dot{B}^\alpha_{pq}(\Theta) \) of positive smoothness \( \alpha > 0 \). In this definition there is a hidden parameter \( k \) which we choose to be the smallest integer satisfying the condition

\[ k > a_0 \cdot \frac{\alpha}{n}. \]  

(45)

This will guarantee the equivalence of the norms in \( \dot{B}^\alpha_{pq}(\Theta) \) introduced below. Here \( a_0 \) and \( a_6 \) are the constants from Definition 1, §2.1.

**Definition of \( \dot{B}^\alpha_{pq}(\Theta) \) via local moduli of smoothness.** For \( \alpha > 0 \) and \( 0 < p, q \leq \infty \) the space \( \dot{B}^\alpha_{pq}(\Theta) \) is defined as the set of all functions \( f \in L^p_{\text{loc}} \) such that

\[ \|f\|_{\dot{B}^\alpha_{pq}(\Theta)} := \left( \sum_{m \in \mathbb{Z}} \left( \sum_{\theta \in \Theta_m} |\theta|^{-\alpha p/n} \omega_k(f, \theta)^p \right)^{q/p} \right)^{1/q} < \infty, \]  

(46)

where \( \omega_k(f, \theta)_p \) is the kth local modulus of smoothness of \( f \) (see (20)).

This definition needs some additional clarification. Observe that \( \|P\|_{\dot{B}^\alpha_{pq}(\Theta)} = 0 \) for \( P \in \mathcal{P}_k \) and hence the norm in \( \dot{B}^\alpha_{pq}(\Theta) \) is a semi-(quasi-)norm and \( \dot{B}^\alpha_{pq}(\Theta) \) is a quotient space modulo \( \mathcal{P}_k \). We will use the operators \( Q_m \) and \( T_{m,p} \) from §3.2 to construct a meaningful representation of each \( f \in \dot{B}^\alpha_{pq}(\Theta) \). Let \( T_m (m \in \mathbb{Z}) \) be one of the operators \( Q_m \) or \( T_{m,p} \) if \( p \geq 1 \), and \( T_m := T_{m,p} \) if \( p < 1 \). We define

\[ \|f\|_{\dot{B}^\alpha_{pq}(\Theta)}^T := \left( \sum_{m \in \mathbb{Z}} \left( 2^{a_0 m \alpha/n} ||(T_{m+1} - T_m)f||_p \right)^q \right)^{1/q}. \]  

(47)

Proposition 2 and property (c) of ellipsoid covers imply

\[ \|f - T_m f\|_p \leq c \left( \sum_{\theta \in \Theta_m} \omega_k(f, \theta)^p \right)^{1/p}. \]
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and since \( \|(T_{m+1} - T_m)f\|_p \leq c\|f - T_{m+1}f\|_p + c\|f - T_mf\|_p \), we get

\[
\|f\|_{\dot{\mathcal{B}}^{\alpha}_{pq}(\Theta)}^T \leq c\|f\|_{\dot{\mathcal{B}}^{\alpha}_{pq}(\Theta)}.
\] (48)

For more precise description of \( \dot{\mathcal{B}}^{\alpha}_{pq}(\Theta) \) we have to distinguish between two basic cases.

Case 1: \( 0 < \alpha < n/p \) or \( \alpha = n/p \) and \( q \leq 1 \). Then as is shown in [12] for any \( f \in \dot{\mathcal{B}}^{\alpha}_{pq}(\Theta) \) there exists a polynomial \( P \in \mathcal{P}_k \) such that

\[
f = \sum_{m \in \mathbb{Z}} (T_{m+1} - T_m)f + P \quad \text{in } L_p(K)
\] (49)

for all compact sets \( K \subset \mathbb{R}^n \).

Case 2: \( \alpha > n/p \) or \( \alpha = n/p \) and \( q > 1 \). Now the space \( \dot{\mathcal{B}}^{\alpha}_{pq}(\Theta) \) can be viewed as the set of all regular tempered distributions \( f \) such that \( \|f\|_{\dot{\mathcal{B}}^{\alpha}_{pq}(\Theta)} < \infty \) and

\[
f = \sum_{m \in \mathbb{Z}} (T_{m+1} - T_m)f,
\]

where the convergence is in \( \mathcal{S}'/\mathcal{P}_k \). This means that there exist polynomials \( P \in \mathcal{P}_k \) and \( P_m \in \mathcal{P}_k, m \in \mathbb{Z} \), such that

\[
f = P + \lim_{j \to -\infty} \sum_{m=j}^\infty (T_{m+1} - T_m)f + P_m \quad \text{in } \mathcal{S}'.
\]

In addition, \( \dot{\mathcal{B}}^{\alpha}_{pq}(\Theta) \) is continuously embedded in \( \mathcal{S}' \).

**Other norms in \( \dot{\mathcal{B}}^{\alpha}_{pq}(\Theta) \).** The good understanding of the \( B \)-spaces depends on having several equivalent norms in \( \dot{\mathcal{B}}^{\alpha}_{pq}(\Theta) \). Note that if \( \{d_v(f)\} \) are defined from \( (T_{m+1} - T_m)f = \sum_{v \in \gamma_n} d_v(f)F_v \), then using Theorem 2

\[
\|f\|_{\dot{\mathcal{B}}^{\alpha}_{pq}(\Theta)}^T \sim \left( \sum_{m \in \mathbb{Z}} \left( \sum_{v \in \gamma_m} (|\eta_v|^{\alpha/n}d_v(f)F_v\|_{p})^q \right)^{1/q} \right)^{1/p}.
\] (50)

Observe that the above equivalence holds if \( d_v(f) \) are replaced by \( \langle f, \tilde{F}_v \rangle \) due to the sub-exponential localization of the duals \( \{\tilde{F}_v\} \).

Also, we define

\[
\|f\|_{\dot{\mathcal{B}}^{\alpha}_{pq}(\Theta)}^A := \inf_{f = \sum_{v \in \gamma} a_v F_v} \left( \sum_{m \in \mathbb{Z}} \left( \sum_{v \in \gamma_m} (|\eta_v|^{\alpha/n}a_v F_v\|_{p})^q \right)^{1/q} \right)^{1/q}.
\] (51)

Here the infimum is taken over all representations \( f = \sum_{v \in \gamma} a_v F_v \), where the convergence is to be understood as described in Cases 1-2 above.

In the next theorem we record the equivalence of the above norms.
Theorem 8. [12] If $\alpha > 0$, $0 < p, q \leq \infty$, and condition (45) is satisfied, then the norms $\| \cdot \|_{\dot{B}_p^\alpha(\Theta)}$, $\| \cdot \|_{\dot{T}_p^\alpha(\Theta)}$, and $\| \cdot \|_{\dot{A}_p^\alpha(\Theta)}$ are equivalent.

The embedding of $\dot{B}_p^\alpha$ in $\mathcal{S}'$ or (49) readily imply the completeness of $\dot{B}_p^\alpha(\Theta)$.

**Inhomogeneous B-spaces.** Sometimes it is more convenient to use the inhomogeneous versions $B_p^\alpha(\Theta^+)$ of the B-spaces induced by anisotropic ellipsoid covers of $\mathbb{R}^n$, which are simpler than the homogeneous counterparts $\dot{B}_p^\alpha(\Theta)$.

For the definition of the inhomogeneous spaces $B_p^\alpha(\Theta^+)$ one only needs ellipsoid covers with levels $m = 0, 1, \ldots$, i.e. covers of the form

$$\Theta^+ := \bigcup_{m=0}^{\infty} \Theta_m.$$

The space $B_p^\alpha(\Theta^+)$, $\alpha > 0$, $0 < p, q \leq \infty$, is defined as the set of all functions $f \in L_p(\mathbb{R}^n)$ such that

$$|f|_{B_p^\alpha(\Theta^+)} := \left( \sum_{m \geq 0} \left( \sum_{\theta \in \Theta_m} (|\theta|^{-\alpha p/n} \omega_k(f, \theta)^p)^{q/p} \right)^{1/q} \right)^{1/q} < \infty,$$

(52)

where $\omega_k(f, \theta)$ is the $k$th local modulus of smoothness of $f$ in $L_p(\Theta)$.

The (quasi-)norm in $B_p^\alpha(\Theta^+)$ is defined by

$$\|f\|_{B_p^\alpha(\Theta^+)} := \|f\|_p + |f|_{B_p^\alpha(\Theta^+)}.$$

Other equivalent norms in $B_p^\alpha(\Theta^+)$ can be defined similarly as for the homogeneous B-spaces from above. In particular, using the notation from from Theorem 3 one has

$$\|f\|_{B_p^\alpha(\Theta^+)} \sim \left( \sum_{m \geq -1} \left( \sum_{\nu \in \nu_m} (|\eta_{\nu}|^{-\alpha n} \|d_{\nu}(f)\|_p)^q \right)^{1/q} \right)^{1/q}. $$

(53)

For more details about anisotropic B-spaces induced by ellipsoid covers and proofs we refer the reader to [12].

4.2 **B-spaces induced by nested multilevel triangulations of $\mathbb{R}^2$**

We first recall briefly some basic definitions and facts from [20, 13].

**Spline multiresolution analysis (MRA).** Let $\mathcal{T} = \bigcup_{m \in \mathbb{Z}} \mathcal{T}_m$ be an SLR-triangulation of $\mathbb{R}^2$ (see §2.2). Denote by $V_m$ the set of all vertices of $\mathcal{T}_m$.

For $r \geq 0$ and $k \geq 2$, we denote by $S_m^r = S^{k \times r}(\mathcal{T}_m)$ the set of all $r$ times differentiable piecewise polynomial functions of degree $< k$ over $\mathcal{T}_m$, i.e. $s \in S_m^r$ if $s \in C^r(\mathbb{R}^2)$ and $s = \sum_{\Delta \in \mathcal{T}_m} \mathbb{1}_\Delta \cdot P_\Delta$ with $P_\Delta \in S_k$. 
It will be convenient to denote, for any vertex \( v \in V_m \), by Star\(^1(v) \) the union of all triangles \( \triangle \in \mathcal{T}_m \) attached to \( v \). Inductively for \( \ell \geq 2 \), we define Star\(^\ell(v) \) as the union of Star\(^{\ell-1}(v) \) and the stars of all vertices of Star\(^{\ell-1}(v) \).

We assume that for each \( m \in \mathbb{Z} \) there exists a subspace \( S_m \) of \( S^{k,r}_\mathcal{T} \) and a family \( \Phi_m = \{ \varphi_\theta : \theta \in \Theta_m \} \subset S_m \) satisfying the following conditions:

(a) \( S_m \subset S_{m+1} \) and \( \mathcal{R}_k \subset S_m \), for some \( 1 \leq k \leq k \),

(b) \( \Phi_m \) is a stable basis for \( S_m \) in \( L_p \), \( 1 \leq p \leq \infty \),

(c) For every \( \theta \in \Theta_m \) there is a vertex \( v_\theta \in V_m \) such that \( \varphi_\theta \) and its dual are supported on Star\(^{\ell}(v_\theta) \), where \( \ell \geq 1 \) is a constant independent of \( \theta \) and \( m \).

We denote \( \Phi := \bigcup_{m \in \mathbb{Z}} \Phi_m \) and \( \Theta := \bigcup_{m \in \mathbb{Z}} \Theta_m \).

A simple example of spline MRA is the sequence \( \{ S_m \}_{m \in \mathbb{Z}} \) of all continuous piecewise linear functions \( (r = 0, k = 2) \) on the levels \( \{ \mathcal{T}_m \}_{m \in \mathbb{Z}} \) of a given SLR-triangulation \( \mathcal{T} \) of \( \mathbb{R}^2 \). A basis for each space \( S_m \) is given by the set \( \Phi_m \) of the Courant elements \( \varphi_\theta \), supported on the cells \( \Theta_m (\theta) \) the union of all triangles of \( \mathcal{T}_m \) attached to a vertex, say, \( v_\theta \). The function \( \varphi_\theta \) takes value 1 at \( v_\theta \) and 0 at all other vertices.

A concrete construction of a spline MRA for an arbitrary SLR-triangulation \( \mathcal{T} \) is given in [13], where \( S_m = S^{k,r}_\mathcal{T} = S^{k,r}(\mathcal{T}_m) \) for given \( r \geq 1 \) and \( k > 4r + 1 \).

**Local spline approximation.** For \( \triangle \in \mathcal{T}_m \) we set

\[
\Omega_\triangle^\ell := \bigcup \{ \text{Star}^\ell(v) : v \in V_m, \ \triangle \subset \text{Star}^\ell(v) \}.
\]

We now let \( S_\triangle(f)_p \) denote the error of \( L_p \)-approximation from \( S_m \) on \( \Omega_\triangle^\ell \), i.e.

\[
S_\triangle(f)_p := \inf_{s \in S_m} \| f - s \|_{L_p(\Omega_\triangle^\ell)}.
\]  

**Definition of \( B^{\alpha}_{pq}(\Phi) \).** Given a spline MRA \( \{ S_m \}_{m \in \mathbb{Z}} \) over an SLR-triangulation \( \mathcal{T} \) of \( \mathbb{R}^2 \) and an associated family of basis functions \( \Phi \), as described above, we define the B-space \( B^{\alpha}_{pq}(\Phi) \), \( \alpha > 0, 0 < p, q \leq \infty \), as the set of all \( f \in L^p_{\text{loc}}(\mathbb{R}^2) \) such that

\[
\| f \|_{B^{\alpha}_{pq}(\Phi)} := \left( \sum_{m \in \mathbb{Z}} \left( \sum_{\triangle \in \mathcal{T}, 2^{-m} \leq |\triangle| < 2^{-m+1}} S_\triangle(f)_p^p \right)^{1/p} \right)^{1/q} < \infty
\]

(55) with the \( \ell_q \)-norm replaced by the sup-norm if \( q = \infty \).

**4.3 Comparison of different B-spaces and Besov spaces**

The most substantial distinction between \( B^{\alpha}_{pq}(\Theta) \) and \( B^{\alpha}_{pq}(\Phi) \) is that the spaces \( B^{\alpha}_{pq}(\Theta) \) are defined via local polynomial approximation \( \sim \omega_\alpha(f, \theta)_p \), while \( B^{\alpha}_{pq}(\Phi) \) are defined via local spline approximation: \( S_\triangle(f)_p \). As a result, loosely speaking the spaces \( B^{\alpha}_{pq}(\Theta) \) have larger norms that the spaces \( B^{\alpha}_{pq}(\Phi) \). However, if \( S_\triangle(f)_p \) in (55) is replaced by \( \omega_\alpha(f, \Omega_\triangle^\ell)_p \) then the resulting quantity would be equivalent to
\[ \|f\|_{p_q^a(\Theta)} \], where \( \Theta \) is the ellipse cover of \( \mathbb{R}^2 \) obtained by dilating the minimum area circumscribed ellipses for all triangle \( \Delta \in \mathcal{T} \) as mentioned in §2.2.

Another important distinction between \( \dot{B}_{pq}^{a}(\Theta) \) and \( \dot{B}_{pq}^{a}(\Phi) \) is that the underlying multilevel triangulation for the later space is nested, while the ellipsoid cover generating the former is not nested. Therefore, in constructing ellipsoid cover and dealing with B-spaces \( \dot{B}_{pq}^{a}(\Theta) \) one has much more freedom.

It is quite easy to show that (see [11]) if \( \Theta \) is an ellipsoid cover of \( \mathbb{R}^n \) consisting of Euclidean balls, then the B-spaces \( \dot{B}_{pq}^{a}(\Theta) \) are the same as the respective classical Besov spaces \( \dot{B}_{pq}^{a}(L_p) \) (with equivalent norms). We maintain that local moduli of smoothness rather than global ones are more natural for the definition of anisotropic (and even classical) Besov spaces of positive smoothness since they more adequately reflect the nature of the spaces. For the theory of (classical) Besov spaces we refer the reader to [23, 26].

As already mentioned the powers \( A^j \) of a real \( n \times n \) matrix \( A \) with eigenvalues \( \lambda \) obeying \( |\lambda| > 1 \) generate a semi-continuous and hence discrete ellipsoid cover of \( \mathbb{R}^n \). It can be shown that for \( \alpha > n(1/p - 1)_+ \) the associated B-spaces \( \dot{B}_{pq}^{a}(\Theta) \) are exactly the same (with equivalent norms) as the anisotropic Besov spaces (with weight 1) developed in [3].

As indicated in §2.1, \( \mathbb{R}^n \) equipped with the distance \( \rho(\cdot, \cdot) \) introduced in Definition 2 and the Lebesgue measure is a space of homogeneous type and hence the general theory of Besov spaces on homogeneous spaces applies (see e.g. [19]). In fact, in the specific setting of this paper the anisotropic Besov spaces given by the general theory are the same as the B-spaces from here for sufficiently small \( \alpha > 0 \).

The main distinction between the two theories is that we can handle B-spaces of an arbitrary smoothness \( \alpha > 0 \), while the general theory of Besov spaces on homogeneous spaces is only feasible for smoothness \( \alpha \) with \( |\alpha| < \varepsilon \) for some sufficiently small \( \varepsilon \).

5 Nonlinear approximation

One of the main applications of the anisotropic B-spaces is to nonlinear N-term approximation from the two-level-split bases introduced in §3.3, which is the purpose of this section. We will also compare here the two-level-split bases with anisotropic hierarchical spline bases as tools for nonlinear approximation.

**The B-spaces of nonlinear approximation.** A particular type of B-spaces plays an important role in nonlinear N-term approximation in \( L_p \). Given \( 0 < p < \infty \) and \( \alpha > 0 \) let \( \tau \) be defined by

\[
1/\tau = \alpha/n + 1/p,
\]

which in the case of classical Besov spaces signifies the critical embedding in \( L_p \).

For nonlinear approximation in \( L_\infty \) := \( C_0 \) \( \tau \) is determined by \( 1/\tau = \alpha/n \) and necessarily \( \alpha \geq 1 \) (otherwise the embedding (60) below is not valid).
For a given discrete ellipsoid cover \( \Theta \) of \( \mathbb{R}^n \), the homogeneous B-spaces \( \dot{B}^\alpha_{\tau\tau}(\Theta) := B^\alpha_{\tau\tau}(\Theta) \) are of a particular importance in nonlinear approximation from the two-level-split bases. From (46) we have

\[
\|f\|_{\dot{B}^\alpha_{\tau\tau}(\Theta)} := \left( \sum_{\theta \in \Theta} |\theta|^{-\alpha/\tau} \omega_k(f, \theta)^\tau \right)^{1/\tau}.
\] (57)

Observe that in general \( \tau < 1 \), however, just as in [20] it can be shown that for any \( 0 < q < p \)

\[
\|f\|_{\dot{B}^\alpha_{\tau\tau}(\Theta)} \sim \left( \sum_{\theta \in \Theta} |\theta|^{1/p-1/q} \omega_k(f, \theta)^q \right)^{1/\tau}.
\] (58)

This allows to work in \( L_q \) with \( q \geq 1 \) if \( p > 1 \) instead of \( L_\tau \).

The key point here is that the norm in \( \dot{B}^\alpha_{\tau\tau}(\Theta) \) has the representation

\[
\|f\|_{\dot{B}^\alpha_{\tau\tau}(\Theta)} \sim \left( \sum_{\nu \in V} \|d_\nu(f) F_\nu\|_p^\tau \right)^{1/\tau}, \quad V := \cup_{m \in \mathbb{Z}} V_m,
\] (59)

which implies the embedding of \( \dot{B}^\alpha_{\tau\tau}(\Theta) \) in \( L_p(\mathbb{R}^n) \). Every \( f \in \dot{B}^\alpha_{\tau\tau}(\Theta) \) can be identified modulo \( P_k \) as a function in \( L_p(\mathbb{R}^n) \) such that

\[
\|f\|_p \leq c\|f\|_{\dot{B}^\alpha_{\tau\tau}(\Theta)}.
\] (60)

This identification will always be assumed in what follows. In fact, the above shows that \( \dot{B}^\alpha_{\tau\tau}(\Theta) \) lies on the Sobolev embedding line.

The situation is quite the same for the inhomogeneous B-spaces \( \dot{B}^\alpha_\tau(\Theta^+) := B^\alpha_\tau(\Theta^+) \) associated with a discrete ellipsoid cover \( \Theta^+ = \bigcup_{m \geq 0} \Theta_m \) of \( \mathbb{R}^n \).

**Nonlinear N-term approximation from** \( \mathcal{F} := \cup_{m \in \mathbb{Z}} \mathcal{F}_m = \{ F_\nu : \nu \in V \} \). We let \( \mathcal{E}_N \) denote the nonlinear set of all functions \( g \) of the form

\[
g = \sum_{\nu \in \Gamma_N} a_\nu F_\nu,\]

where \( \Gamma_N \subset V, \#\Gamma \leq N, \) and \( \Gamma \) is allowed to vary with \( g \). Then the error \( \sigma_N(f)_p \) of best \( L_p \)-approximation of \( f \in L_p(\mathbb{R}^n) \) from \( \mathcal{E}_N \) is defined by

\[
\sigma_N(f)_p := \inf_{g \in \mathcal{E}_N} \|f - g\|_p.
\]

**Theorem 9 (Jackson estimate).** If \( f \in \dot{B}^\alpha_\tau(\Theta), \alpha > 0, \ 0 < p \leq \infty, \) then

\[
\sigma_N(f)_p \leq cN^{-\alpha/p}\|f\|_{\dot{B}^\alpha_\tau(\Theta)},
\] (61)

where \( c \) depends only on \( \alpha, p, \) and the parameters of \( \Theta \).

When \( 0 < p < \infty \), estimate (61) follows by the general Theorem 3.4 in [20] and in the case \( p = \infty \) its proof can be carried out as the proof of Theorem 3.1 in [21].
In a standard way the Jackson estimate (61) leads to a direct estimate for nonlinear \(N\)-term approximation from \(\mathcal{F}\) which involves the \(K\)-functional between \(L_p\) and \(\dot{B}_{\alpha}^p(\Theta)\). It is a challenging open problem to prove a companion inverse estimate due to the fact that \(\mathcal{F}\) is possibly redundant and nonnested.

**Comparison with nonlinear \(N\)-term approximation from nested spline bases.**

Nonlinear \(N\)-term approximation in \(L_p\) (\(0 < p \leq \infty\)) from the spline basis elements in \(\Phi = \bigcup_{m \in \mathbb{Z}} \Phi_m\) (see §4.2) has been developed in [20, 13, 21, 10]. In [20, 13] Jackson and Bernstein estimates are established involving the B-spaces \(\dot{B}_{\alpha}^p(\Phi) := \dot{B}_{\frac{1}{\tau}}^{\alpha}(\Phi)\) with norm

\[\|f\|_{\dot{B}_{\alpha}^p(\Phi)} := \left(\sum_{\Delta \in \mathcal{T}} |\Delta|^{-\alpha S_{\Delta}(f)_{\tau}}\right)^{1/\tau},\]  

where \(1/\tau := \alpha + 1/p\) for \(\alpha > 0\) if \(0 < p < \infty\) and \(\alpha \geq 1\) if \(p = \infty\). Then the standard machinery of Approximation theory is used to characterize the respective approximation spaces as real interpolation spaces between \(L_p\) and \(\dot{B}_{\alpha}^p(\Phi)\).

The most important difference between the nonlinear \(N\)-term approximation from \(\mathcal{F}\) and \(\Phi\) is that the spaces \(\dot{B}_{\alpha}^p(\Phi)\) (defined by local spline approximation) are specifically designed for the purposes of nonlinear spline approximation and allow to characterize the rates of approximation \(O(N^{-\beta})\) for all \(\beta > 0\), while in the former case \(\beta\) is limited. On the other hand, the spaces \(\dot{B}_{\alpha}^p(\Theta)\) are of more general nature and are direct generalization of Besov spaces. They are much less sensitive to changes in the underlying ellipsoid cover \(\Theta\) compared to changes in \(\dot{B}_{\alpha}^p(\Phi)\) when changing the respective triangulation \(\mathcal{T}\). In general, the spaces \(\dot{B}_{\alpha}^p(\Theta)\) are better than \(\dot{B}_{\alpha}^p(\Phi)\) as a tool for measuring the anisotropic features of functions (see below).

### 6 Measuring smoothness via anisotropic B-spaces

It has always been a question in analysis how to measure the smoothness of a given function, and as a consequence, there is a variety of smoothness space. We next show how the anisotropic B-spaces \(\dot{B}_{\alpha}^p(\Theta)\) can be deployed to measuring the smoothness of functions and how this is related to nonlinear \(N\)-term approximation from the two-level-split bases.

We focus on two “simple” examples of discontinuous functions on \(\mathbb{R}^2\), namely, \(\mathbb{1}_{B(0,1)}\) the characteristic function of the unit disk \(B(0,1)\) and \(\mathbb{1}_{Q}\) the characteristic function of a square \(Q \subset \mathbb{R}^2\). As shown in [12] each of these functions has higher order smoothness \(\alpha\) in \(\dot{B}_{\alpha}^p(\Theta)\) for an appropriately selected ellipse cover \(\Theta\) compared with its (classical) Besov space smoothness. Moreover, their smoothness via suitable covers will be seen to differ substantially.

As in the previous section, for given \(0 < p < \infty\) and \(\alpha > 0\), let \(\tau\) be defined by \(1/\tau = \alpha/2 + 1/p\).
Theorem 10. [12] (i) There exists an anisotropic ellipsoid cover \( \Theta \) of \( \mathbb{R}^2 \) such that \( 1_{B(0,1)} \in B^\alpha_{\tau\tau}(\Theta) \) for any \( \alpha < 4/p \). In comparison, in the scale of Besov spaces \( B^\alpha_{\tau\tau} \), one has \( 1_{B(0,1)} \in B^\alpha_{\tau\tau} \) for \( \alpha < 2/p \). Here the bounds for \( \alpha \) are sharp.

(ii) For any square \( Q \) in \( \mathbb{R}^2 \) and any \( \alpha > 0 \) there exists an anisotropic ellipsoid cover \( \Theta \) of \( \mathbb{R}^2 \) such that \( 1_Q \in B^\alpha_{\tau\tau}(\Theta) \), while in the scale of Besov spaces \( B^\alpha_{\tau\tau} \) one has only \( 1_Q \in B^\alpha_{\tau\tau} \) for \( \alpha < 2/p \) and this bound for \( \alpha \) is sharp.

This theorem coupled with the Jackson estimate (61) leads to the following approximation result.

Corollary 2. [12] (i) There exists a discrete ellipse cover \( \Theta \) of \( \mathbb{R}^2 \) such that for any \( 0 < p < \infty \) the nonlinear \( N \)-term approximation from \( F_\Theta \) satisfies

\[
\sigma_N(1_{B(0,1)})_p \leq cN^{-\gamma} \quad \text{for all} \quad \gamma < 2/p.
\]

(ii) For any \( \alpha > 0 \) there exists a discrete ellipse cover \( \Theta \) of \( \mathbb{R}^2 \) such that for any \( 0 < p < \infty \) the nonlinear \( N \)-term approximation from \( F_\Theta \) satisfies

\[
\sigma_N(1_Q)_p \leq cN^{-\alpha}.
\]

For comparison, if \( \sigma_N^W(f)_p \) denotes the best \( N \)-term approximation of \( f \) in \( L_p \) \( (p \geq 1) \) from any reasonable wavelet basis, then for \( E = B(0,1) \) or \( E = Q \)

\[
\sigma_N^W(1_E)_p \leq cN^{-\gamma} \quad \text{for all} \quad \gamma < 1/p.
\]

All estimates above are sharp.

Discussion. As indicated above for appropriate ellipse covers, the B-space smoothness of the characteristic functions of the unit ball and any square in \( \mathbb{R}^2 \) is higher than their Besov space smoothness. Thus by using adaptive dilations the anisotropic B-spaces are better able to resolve the singularities along smooth or piecewise smooth curves. Consequently, the two-level-split decompositions of these functions are substantially sparser than their wavelet decompositions, which leads to better rates of nonlinear \( N \)-term approximation. It might surprise that characteristic functions of polygonal domains have, in a sense, infinite smoothness while those of domains with smooth boundaries have limited regularity. However, the covers that yield higher and higher smoothness in the polygonal case have to become less and less constrained, which means that the parameters in \( p(\Theta) \) are subjected to more and more generous bounds. Keeping these parameters within a compact set would limit the regularity that could be described in this way.

The above two examples illustrate clearly the concept of measuring the smoothness of functions via anisotropic B-space and in particular by the B-spaces of nonlinear approximation \( \hat{B}^\alpha_{\tau\tau}(\Theta) \). The key idea is to allow the underlying ellipsoid cover to adapt to the given function.

It is a challenging open problem to devise a scheme which for a given function \( f \) finds an optimal (or near optimal) ellipsoid cover \( \Theta \) such that \( f \) exhibits the highest order \( \alpha \) of smoothness in \( \hat{B}^\alpha_{\tau\tau}(\Theta) \) in the above sense.
7 Application to Preconditioning for Elliptic Boundary Value Problems

In this section we apply the two-level-split bases from §3.3 in a regular set-up to the development of multilevel Schwarz preconditioners for elliptic boundary value problems. We consider the following model problem. Let $a(\cdot, \cdot) : V \times V \to \mathbb{R}$ be a symmetric bilinear form on a Hilbert space $V$ with norm $\| \cdot \| = \langle \cdot, \cdot \rangle^{1/2}$ that is $V$-elliptic, i.e. there exist positive constants $c_a, C_a$ such that

$$a(v, v) \geq c_a \|v\|^2, \quad |a(v, w)| \leq C_a \|v\| \|w\|, \quad v, w \in V. \tag{63}$$

The problem is, for a given $f \in V'$ to find $u \in V$ such that

$$a(u, v) = \langle f, v \rangle, \quad \forall \ v \in V. \tag{64}$$

For simplicity we only consider the model case $V = H^1_0(\Omega)$ corresponding to Dirichlet boundary conditions. Higher order problems could be treated in an analogous way. We assume that $\Omega$ is a bounded extension domain, which means that $\Omega$ has a sufficiently regular boundary to permit any element $v$ of any Sobolev or Besov space $X(\Omega)$ over $\Omega$ to be extended to $\tilde{v} \in X(\mathbb{R}^n)$, $\tilde{v}|_\Omega = v$, so that $\|v\|_{X(\mathbb{R}^n)} \leq C_X \|v\|_{X(\Omega)}$. This is e.g. the case when the boundary of $\Omega$ is piecewise smooth and $\Omega$ obeys a uniform cone condition. The homogeneous boundary conditions are supposed to be realized in the trial spaces by suitable polynomial factors in the atoms.

We assume that $\Theta = \bigcup_{m \geq -1} \Theta_m$ is a regular multilevel cover of $\mathbb{R}^n$ consisting of balls. We will utilize the atoms $\{F_\gamma\}$ defined in §3.3 for $\gamma \in \gamma' = \bigcup_{m=-1}^\infty \gamma_m$, see Theorem 3. For better notation we will index the elements $F_\gamma$ of the two-level-split bases $F_m$ by $\gamma$ instead of $v$ as before.

We will put this in the context of stable splittings in the theory of multilevel Schwarz preconditioners, see e.g. [22, 27].

Let $V_\gamma := \text{span}(F_\gamma)$, so that $H^1_0(\Omega) := V = \bigcup_\gamma V_\gamma$. The key fact is that $\{V_\gamma\}_{\gamma \in \gamma'}$ form a stable splitting for $V$:

**Theorem 11.** There exist constants $c_V, C_V > 0$ such that for any $v \in V$

$$c_V \|v\| \leq \inf_{v = \sum_\gamma v_\gamma} \left( \sum_\gamma |\eta_\gamma|^{-2/d} \|v_\gamma\|^2 \right)^{1/2} \leq C_V \|v\|. \tag{65}$$

Moreover, $\{V_\gamma\}_{\gamma \in \gamma'}$ with $\gamma' := \bigcup_{m=-1}^\infty \gamma'_m$ form a uniformly stable splitting for the spaces $S_m := \text{span}(\Phi_m)$ in the sense of (65) with the same constants $c_V, C_V$.

Using that the norms $a(\cdot, \cdot)^{1/2}$ and $\| \cdot \|_{H^1(\Omega)}$ are equivalent and the well known fact that $\| \cdot \|_{H^1(\Omega)} \sim \| \cdot \|_{\gamma'_0(\gamma'_0(\Omega))}$, estimates (65) are immediate from Theorem 8 taking into account that Besov and B-norms are equivalent in the regular setting.

The second part of Theorem 11 follows from the fact that the telescoping expansions
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underlying the inhomogeneous version of \( \| \cdot \|_{B_0} \) (see (47) and (53)) terminate without affecting this norm. For more details, see [11].

This allows us to apply the theory of Schwarz methods along the following lines. For \( V_0 := S_0 = \text{span}(\Phi_0) \) define \( P_{V_0} : V \to V_0 \) and \( r_{V_0} \in S_0 \) by

\[
a(P_{V_0}v, F_0) = a(v, F_0), \quad (r_{V_0}, F_0)_{L^2} = (f, F_0), \quad \gamma \in \gamma_0 = \Theta_0.
\]

Furthermore, we introduce the auxiliary bilinear forms:

\[
b_{\gamma}(v, w) := \| \eta_{\gamma} \|^{-2/d}(v, w)_{L^2}, \quad v, w \in V_{\gamma}, \quad \gamma \in \gamma' \setminus \gamma_0.
\]

We now consider the spaces \( V_{\gamma} \) with norms \( \| v \|_{V_{\gamma}} := (b_{\gamma}(v, v))^{1/2} \) and define the linear operators \( P_{V_{\gamma}} : V \to V_{\gamma} \) and \( f_{\gamma} \in V_{\gamma} \) by

\[
|\eta_{\gamma}|^{-2/d}(P_{V_{\gamma}}v, F_{\gamma})_{L^2} = a(v, F_{\gamma}), \quad |\eta_{\gamma}|^{-2/d}(f_{\gamma}, F_{\gamma})_{L^2} = (f, F_{\gamma}).
\]

Thus, as usual,

\[
P_{V_{\gamma}}v = a_{\gamma}(v)F_{\gamma}, \quad f_{\gamma} = r_{\gamma}(f)F_{\gamma},
\]

where

\[
a_{\gamma}(v) = \frac{|\eta_{\gamma}|^{2/d}a(v, F_{\gamma})}{\langle F_{\gamma}, F_{\gamma} \rangle}, \quad r_{\gamma}(f) = \frac{|\eta_{\gamma}|^{2/d}(f, F_{\gamma})}{\langle F_{\gamma}, F_{\gamma} \rangle}.
\]

The following theorem now is an immediate consequence of the results in [18, 22].

**Theorem 12.** Problem (64) is equivalent to the operator equation

\[
P_{V}u = f, \quad \text{where} \quad P_{V} := P_{V_0} + \sum_{\gamma \in \gamma' \setminus \gamma_0} P_{V_{\gamma}}, \quad f := r_{V_0} + \sum_{\gamma \in \gamma' \setminus \gamma_0} f_{\gamma}.
\]

Moreover, the spectral condition number \( \kappa(P_{V}) \) of the additive Schwarz operator \( P_{V} \) satisfies

\[
\kappa(P_{V}) \leq \frac{C_a C_{V}}{c_{a_{V}}},
\]

where \( c_a, C_a, c_V, C_V \) are the constants from (63) and (65).

Estimate (71) yields that simple iterative schemes, such as Richardson iterations,

\[
u^{n+1} = u^n + \alpha(f - P_{V}u^n), \quad n = 0, 1, 2, \ldots,
\]

converge with a fixed error reduction rate per step.

We conclude with a few remarks. First, the operator equation (70) is formulated in the full infinite dimensional space. Alternatively, restricting the summation to a finite subset \( \gamma' \) of \( \gamma' \) (e.g. \( \gamma' = \gamma^{i'} \)), we obtain a finite dimensional discrete problem whose condition fulfills (on account of Theorem 11) the same bound uniformly in the size and choice of \( \gamma' \). In this sense our preconditioner is asymptotically optimal.
On the other hand, it is conceptually useful to consider the full infinite dimensional problem (70). Then (72) has to be understood as an idealized scheme whose numerical implementation requires appropriate approximate applications of the (infinite dimensional) operator $P_V$ quite in the spirit of [7]. This can be done by computing in addition to solving the coarse scale problem on $S_0 = V_0$ only finitely many but properly selected components $P_{V_γ}$ each requiring only the solution of a one-dimensional problem. This hints at the adaptive potential of such an approach similar to the developments in [7]. This, in turn, raises the question what accuracy can be achieved at best when using linear combinations of at most $N$ of the atoms. Thus we arrive at the problem for nonlinear $N$-term approximation from \{$F_γ$\} in $H^1$.

For more details we refer the reader to [11].
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