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Abstract. The main goal of this paper is to demonstrate connections between the following three big areas of research: the theory of cubature formulas (numerical integration), the discrepancy theory, and nonlinear approximation. In Section 1 we discuss a relation between results on cubature formulas and on discrepancy. In particular, we show how standard in the theory of cubature formulas settings can be translated into the discrepancy problem and into a natural generalization of the discrepancy problem. This leads to a concept of the r-discrepancy. In Section 2 we present results on a relation between construction of an optimal cubature formula with m knots for a given function class and best nonlinear m-term approximation of a special function determined by the function class. The nonlinear m-term approximation is taken with regard to a redundant dictionary also determined by the function class. Sections 3 and 4 contain some known results on the lower and the upper estimates of errors of optimal cubature formulas for the class of functions with bounded mixed derivative. One of the important messages of this paper is that the theory of discrepancy is closely connected with the theory of cubature formulas for the classes of functions with bounded mixed derivative. We have included in the paper both new results and known results. We included some of known results with their proofs for the following two reasons. First of all we want to make the paper selfcontained (within reasonable limits). Secondly, we selected the proofs which demonstrate different methods and are not very much technically involved. Section 5 contains historical notes on discrepancy and cubature formulas, some further comments and remarks. Historical remarks on nonlinear approximation are included in Section 2. We want to point out that this paper is not a survey in any of the above mentioned areas. We did not even try to provide a complete list of results in those areas. We rather wanted to highlight the most typical results in cubature formulas (Sections 3 and 4) and show their relation to the discrepancy theory.

1. CUBATURE FORMULAS AND DISCREPANCY

Numerical integration seeks good ways of approximating an integral

\[ \int_{\Omega} f(x) d\mu \]
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by an expression of the form

$$\Lambda_m(f, \xi) := \sum_{j=1}^{m} \lambda_j f(\xi^j), \quad \xi = (\xi^1, \ldots, \xi^m), \quad \xi^j \in \Omega, \quad j = 1, \ldots, m. \quad (1.1)$$

It is clear that we must assume that \( f \) is integrable and defined at the points \( \xi^1, \ldots, \xi^m \). The expression (1.1) is called a cubature formula \( (\Lambda, \xi) \) (if \( \Omega \subset \mathbb{R}^d, \ d \geq 2 \)) or a quadrature formula \( (\Lambda, \xi) \) (if \( \Omega \subset \mathbb{R} \)) with knots \( \xi = (\xi^1, \ldots, \xi^m) \) and weights \( \Lambda = (\lambda_1, \ldots, \lambda_m) \). For a function class \( W \) we introduce a concept of error of the cubature formula \( \Lambda_m(\cdot, \xi) \) by

$$\Lambda_m(W, \xi) := \sup_{f \in W} \left| \int_{\Omega} f d\mu - \Lambda_m(f, \xi) \right|. \quad (1.2)$$

In order to orient the reader we will begin with the case of univariate periodic functions. Let for \( r > 0 \)

$$F_r(x) := 1 + 2 \sum_{k=1}^{\infty} k^{-r} \cos(kx - r\pi/2) \quad (1.3)$$

and

$$W_p^r := \{ f : f = \varphi * F_r, \quad \| \varphi \|_p \leq 1 \} \quad (1.4)$$

where * means convolution and \( \| \cdot \|_p \) is the standard \( L_p \)-norm. It is well known that for \( r > 1/p \) the class \( W_p^r \) is embedded into the space of continuous functions \( C(\mathbb{T}) \).

In a particular case of \( W_1^1 \) we also have embedding into \( C(\mathbb{T}) \). From the definitions (1.1), (1.2), and (1.4) we see that for the normalized measure \( d\mu = \frac{1}{2\pi} dx \)

$$\Lambda_m(W_p^r, \xi) = \sup_{\| \varphi \|_p \leq 1} \left| \frac{1}{2\pi} \int_{\mathbb{T}} \left( \int_{\mathbb{T}} F_r(x - y) d\mu - \sum_{j=1}^{m} \lambda_j F_r(\xi^j - y) \right) \varphi(y) dy \right|$$

$$= \left| 1 - \sum_{j=1}^{m} \lambda_j F_r(\xi^j - \cdot) \right|_{p'}, \quad p' := \frac{p}{p-1}. \quad (1.5)$$

Thus the quality of the quadrature formula \( \Lambda_m(\cdot, \xi) \) for the function class \( W_p^r \) is controlled by the quality of \( \Lambda_m(\cdot, \xi) \) for the representing kernel \( F_r(x - y) \). In the particular case of \( W_1^1 \) we have

$$\Lambda_m(W_1^1, \xi) = \max_y \left| 1 - \sum_{j=1}^{m} \lambda_j F_1(\xi^j - y) \right|. \quad (1.6)$$

In this case the function

$$F_1(x) = 1 + 2 \sum_{k=1}^{\infty} \sin kx = 1 + S(x)$$

has a simple form: \( S(x) = 0 \) for \( x = l\pi \) and \( S(x) = \pi - x \) for \( x \in (0, 2\pi) \). This allows us to associate the quantity \( \Lambda_m(W_1^1, \xi) \) with the one that has simple geometrical interpretation. Denote by \( \chi \) the class of all characteristic functions \( \chi_{[0,a]}(x) \), \( a \in [0,2\pi) \). Then we have the following property.
Proposition 1.1. There exist two positive absolute constants \( C_1 \) and \( C_2 \) such that for any \( \Lambda_m(\cdot, \xi) \) with a property \( \sum_j \lambda_j = 1 \) we have
\[
C_1 \Lambda_m(\chi, \xi) \leq \Lambda_m(W^1, \xi) \leq C_2 \Lambda_m(\chi, \xi).
\]
(1.7)

Proof. We have for any \( a \in [0, 2\pi) \)
\[
\chi_{[0,a]}(x) = \frac{1}{2\pi}(a + F_1(x) - F_1(x - a)).
\]
(1.8)

Thus using (1.6) we get
\[
\Lambda_m(\chi, \xi) \leq \frac{1}{\pi} \Lambda_m(W^1, \xi),
\]
which proves the left inequality in (1.7).

Let us prove the right inequality in (1.7). Denote \( \epsilon := \Lambda_m(\chi, \xi) \). Then by (1.8) we get for any \( a \in [0, 2\pi) \)
\[
-2\pi \epsilon \leq \int_{\mathbb{T}} (F_1(x) - F_1(x - a)) d\mu - \Lambda_m(F_1(x) - F_1(x - a), \xi) \leq 2\pi \epsilon.
\]
(1.9)

Integrating these inequalities against \( a \) over \( \mathbb{T} \) we get
\[
| \int_{\mathbb{T}} F_1(x) d\mu - \Lambda_m(F_1, \xi) | \leq 2\pi \epsilon.
\]

This inequality combined with (1.9) implies
\[
\Lambda_m(W^1, \xi) \leq 4\pi \Lambda_m(\chi, \xi).
\]

We proceed to the multivariate case. For \( x = (x_1, \ldots, x_d) \) denote
\[
F_r(x) := \prod_{j=1}^{d} F_r(x_j)
\]
and
\[
MW^r_p := \{ f : f = \varphi \ast F_r, \quad \| \varphi \|_p \leq 1 \}.
\]

For \( f \in MW^r_p \) we will denote \( f^{(r)} := \varphi \) where \( \varphi \) is such that \( f = \varphi \ast F_r \). The letter \( M \) in the notation \( MW^r_p \) stands for "mixed", because in the case of integer \( r \) the class \( MW^r_p \) is very close to the class of functions \( f \), satisfying \( \| f^{(r, \ldots, r)} \|_p \leq 1 \), where \( f^{(r, \ldots, r)} \) is the mixed derivative of \( f \) of order \( rd \). A multivariate analog of the class \( \chi \) is the class
\[
\chi^d := \{ \chi_{[0,a]}(x) := \prod_{j=1}^{d} \chi_{[0,a_j]}(x_j), \quad a_j \in [0, 2\pi), \quad j = 1, \ldots, d \}.
\]

Similarly to the univariate case one obtains analogs of (1.5) and (1.6)
\[
\Lambda_m(MW^r_p, \xi) = \| 1 - \sum_{j=1}^{m} \lambda_j F_r(\xi^j - \cdot) \|_{p'};
\]
(1.10)
\[
\Lambda_m(MW^1_1, \xi) = \max_y | 1 - \sum_{j=1}^{m} \lambda_j F_1(\xi^j - y) |.
\]
(1.11)

We prove a multivariate analog of Proposition 1.1.
Proposition 1.2. There exist two positive constants $C_1(d)$ and $C_2(d)$ such that for any $\Lambda_m(\cdot, \xi)$ with a property $\sum_j \lambda_j = 1$ we have

$$C_1(d)\Lambda_m(\chi^d, \xi) \leq \Lambda_m(MW_1^1, \xi) \leq C_2(d)\Lambda_m(\chi^d, \xi). \quad (1.12)$$

Proof. First we prove the left inequality. Denote $\epsilon := \Lambda_m(MW_1^1, \xi)$. Then by (1.11) we have

$$-\epsilon \leq 1 - \sum_{\mu=1}^{m} \lambda_{\mu} F_1(\xi_{\mu}^\mu - y) \leq \epsilon, \quad y \in \mathbb{T}^d.$$ 

Take any subset $e \subset [1, d]$, and integrate the above inequality against $y_j$, $j \notin e$, over $\mathbb{T}^{d-|e|}$. We get

$$-\epsilon \leq 1 - \sum_{\mu=1}^{m} \lambda_{\mu} \prod_{j \notin e} F_1(\xi_{\mu}^j - y_j) \leq \epsilon.$$ 

Thus for any $e \subset [1, d]$, $e \neq \emptyset$, and any $z_j, y_j, j \in e$, we have

$$|\sum_{\mu=1}^{m} \lambda_{\mu} (\prod_{j \notin e} F_1(\xi_{\mu}^j - z_j) - \prod_{j \notin e} F_1(\xi_{\mu}^j - y_j))| \leq 2\epsilon.$$ 

This inequality and the representation (1.8) imply the left inequality in (1.12).

We prove the right inequality in (1.12) by induction. In the case $d = 1$ it follows from Proposition 1.1. Assume we have it for all dimensions $d' < d$. Denote $\epsilon := \Lambda_m(\chi^d, \xi)$. For a subset $e \subset [1, d]$ we denote

$$\xi(e) := (\xi^1(e), \ldots, \xi^m(e)), \quad \xi^\mu(e) \in \mathbb{R}^{|e|}, \quad \xi^\mu(e)_j = \xi_{\mu}^j, \quad j \in e.$$ 

Consider the class $\chi^{|e|}(e)$ that is the class $\chi^{|e|}$ corresponding to the coordinated $x_j$ with $j \in e$. It is clear that we have

$$\Lambda_m(\chi^{|e|}(e), \xi(e)) \leq \epsilon.$$ 

Therefore, by the induction assumption and by (1.11) we have for all $e \subset [1, d]$, $|e| < d$, that

$$|1 - \sum_{\mu=1}^{m} \lambda_{\mu} \prod_{j \in e} F_1(\xi_{\mu}^j - y_j)| \leq C(d)\epsilon, \quad y_j \in \mathbb{T}, \quad j \in e. \quad (1.13)$$

It is easy to see that for functions of the form

$$f_{a,y}(x) := \prod_{j=1}^{d} (\chi_{[0,a_j]}(x_j - y_j) - \frac{a_j}{2\pi})$$


where $\chi_{[a, a_j]}(x_j - y_j)$ is $2\pi$ periodic we have

$$|\Lambda_m(f_{a,y}, \xi)| \leq C(d)\epsilon.$$ 

Using this estimate and the representation (1.8) we obtain

$$|\Lambda_m\left(\prod_{j=1}^d (F_1(x_j - y_j) - F_1(x_j - y_j - a_j))\right) \leq C(d)\epsilon$$

what means

$$-C(d)\epsilon \leq \sum_{\mu=1}^m \lambda_\mu \prod_{j=1}^d F_1(\xi^\mu_j - y_j)$$

$$+ \sum_{e:|e|<d} \sum_{\mu=1}^m \lambda_\mu \prod_{j \in e} F_1(\xi^\mu_j - y_j) \prod_{j \notin e} (-F_1(\xi^\mu_j - y_j - a_j)) \leq C(d)\epsilon.$$

Integrating against $a$ over $\mathbb{T}^d$ we get from here

$$\left|\sum_{\mu=1}^m \lambda_\mu \prod_{j=1}^d F_1(\xi^\mu_j - y_j) + \sum_{e:|e|<d} \sum_{\mu=1}^m \lambda_\mu \prod_{j \in e} F_1(\xi^\mu_j - y_j)\right| \leq C(d)\epsilon.$$

Using (1.13) and the identity

$$\sum_{e:|e|<d} (-1)^{|e|} = -1$$

we obtain

$$\left|\sum_{\mu=1}^m \lambda_\mu \prod_{j=1}^d F_1(\xi^\mu_j - y_j) - 1\right| \leq C(d)\epsilon.$$

We complete the proof by applying (1.11).

The classical definition of discrepancy (in the convenient for us form) of a set $X$ of points $x^1, \ldots, x^m \in [0, 1]^d$ is as follows

$$D(X, m, d) : = \max_{a \in [0,1]^d} \left|\prod_{j=1}^d a_j - \frac{1}{m} \sum_{\mu=1}^m \chi_{[0, a]}(x^\mu)\right|.$$

It is clear that

$$D(X, m, d) = \Lambda_m(\chi, 2\pi X) \quad \text{with} \quad \lambda_1 = \cdots = \lambda_m = 1/m.$$

Thus by Proposition 1.2 the classical concept of discrepancy is directly related to the efficiency of the corresponding cubature formula for a special function class $MW^1_1$. It is well known that the $W^1_1$ is very close to the class of functions of
bounded variation and the $MW^1_p$ is very close to the class of functions with bounded variation in the sense of Hardy-Vitali. In the beginning of 20th century D. Vitali and G. Hardy generalized the definition of variation to the multivariate case. Roughly speaking, in the one-dimensional case the condition that $f$ be of bounded variation is close to the condition $\|f^r\|_1 < \infty$. In the multidimensional case the condition that a function have bounded variation in the sense of Hardy-Vitali is close to that requiring $\|f^{(1, \ldots, 1)}\|_1 < \infty$, where $f^{(1, \ldots, 1)}$ is a mixed derivative of $f$.

In the thirties in connection with applications in mathematical physics, S.L. Sobolev introduced the classes of functions by imposing the following restrictions

$$\|f^{(n_1, \ldots, n_d)}\|_p \leq 1$$

for all $n = (n_1, \ldots, n_d)$ such that $n_1 + \cdots + n_d \leq R$. These classes appeared as natural ways to measure smoothness in many multivariate problems including the numerical integration. It was established that for Sobolev classes the optimal error of numerical integration by formulas with $m$ knots is of order $m^{-R/d}$. Assume now for the sake of simplicity (to avoid fractional differentiation) that $R = rd$, $r$ natural number. At the end of fifties, N.M. Korobov discovered the following phenomenon. Let us consider the class of functions which satisfy (1.14) for all $n$ such that $n_j \leq r$, $j = 1, \ldots, d$ (compare to the above classes $MW^r_p$). It is clear that this new class (class of functions with dominating mixed derivative) is wider than the Sobolev class with $R = rd$. For example, all functions of the form

$$f(x) = \prod_{j=1}^{d} f_j(x_j), \quad \|f_j^{(r)}\|_p \leq 1,$$

are in this class, while not necessarily in the Sobolev class (it would require, roughly, $\|f_j^{(rd)}\|_p \leq 1$). Korobov constructed a cubature formula with $m$ knots which guaranteed the accuracy of numerical integration for this class of order $m^{-r}(\log m)^{rd}$, i.e. almost the same accuracy that we had for the Sobolev class. Korobov’s discovery pointed out the importance of the classes of functions with dominating mixed derivative in fields such as approximation theory and numerical analysis. The convenient for us definition of these classes (classes of functions with bounded mixed derivative) is given above (see the definition of $MW^r_p$).

In addition to the classes of $2\pi$-periodic functions it will be convenient for us to consider the classes of nonperiodic functions defined on $\Omega_d = [0, 1]^d$.

Let $r$ be a natural number and $MW^r_p(\Omega_d), 1 \leq p \leq \infty$ denote the closure in the uniform metric of the set of $rd$-times continuously differentiable functions $f(x)$ such that

$$\|f\|_{MW^r_p(\Omega_d)} := \sum_{0 \leq n_j \leq r} \left( \left\| \frac{\partial^{n_1+\cdots+n_d} f}{\partial x_1^{n_1} \cdots \partial x_d^{n_d}} \right\|_p \right) \leq 1,$$

where

$$\|g\|_p = \left( \int_{\Omega_d} |g(x)|^p \, dx \right)^{1/p}.$$
It will be convenient for us to consider the subclass $\tilde{M}W^r_p(\Omega_d)$ of the class $MW^r_p(\Omega_d)$ consisting of the functions $f(x)$ representable in the form

$$f(x) = \int_{\Omega_d} B_r(t, x)\varphi(t)dt, \quad \|\varphi\|_p \leq 1,$$

where

$$B_r(t, x) = \prod_{j=1}^d \left( (r - 1)! \right)^{-1} (t_j - x_j)^{r-1},$$

$$t, x \in \Omega_d, \quad (a)_+ = \max(a, 0).$$

In the connection with the definition of the class $\tilde{M}W^r_p(\Omega_d)$ we remark here that for the error of the cubature formula $(\Lambda, \xi)$ with weights $\Lambda = (\lambda_1, \ldots, \lambda_m)$ and knots $\xi = (\xi^1, \ldots, \xi^m)$ the following relation holds. Let

$$\left| \Lambda_m(f, \xi) - \int_{\Omega_d} f(x)dx \right| =: R_m(\Lambda, \xi, f),$$

then similarly to (1.5) and (1.10) one obtains $(p' = p/(p - 1))$

$$\Lambda_m(\tilde{M}W^r_p(\Omega_d), \xi) \overset{\text{def}}{=} \sup_{f \in MW^r_p(\Omega_d)} R_m(\Lambda, \xi, f) =$$

$$= \left\| \sum_{\mu=1}^m \lambda_\mu B_r(t, \xi^\mu) - \prod_{j=1}^d \left( t_j^r / r! \right) \right\|_{p'} \overset{\text{def}}{=} D_r(\xi, \Lambda, m, d)_{p'}.$$ (1.15)

The quantity $D_r(\xi, \Lambda, m, d)_{q}$ in the case $r = 1$, $\Lambda = (1/m, \ldots, 1/m)$ is the classical discrepancy of the set of points $\{\xi^\mu\}$. In the case $\Lambda = (1/m, \ldots, 1/m)$ we denote $D_r(\xi, m, d)_{q} := D_r(\xi, (1/m, \ldots, 1/m), m, d)_{q}$ and call it the $r$-discrepancy. Thus the quantity $D_r(\xi, \Lambda, m, d)_{q}$ defined in (1.15) is a natural generalization of the concept of discrepancy. This generalization contains two ingredients: general weights $\Lambda$ instead of the special case of equal weights $(1/m, \ldots, 1/m)$ and any natural number $r$ instead of $r = 1$. We note that in approximation theory we usually study the whole scale of smoothness classes rather than an individual smoothness class. The above generalization of discrepancy for arbitrary positive integer $r$ allows us to study a question of how does smoothness $r$ affect the rate of decay of generalized discrepancy.

**Remark 1.1.** In the case of natural $r$ the class $\tilde{M}W^r_p$ turns into the subclass of the class $MW^r_p(\Omega_d)B := \{ f : f/B \in MW^r_p(\Omega_d) \}$, after the linear change of variables

$$x_j = -\pi + 2\pi t_j, \quad j = 1, \ldots, d.$$

We are interested in dependence on $m$ of the quantities

$$\delta_m(W) = \inf_{\lambda_1, \ldots, \lambda_m, \xi^1, \ldots, \xi^m} \Lambda_m(W, \xi).$$
for the classes $W$ defined above.

It will be convenient for us to use the following notations. For two nonnegative sequences $\{a_m\}_{m=1}^{\infty}$ and $\{b_m\}_{m=1}^{\infty}$ we write $a_m \ll b_m$ or $b_m \gg a_m$ if there exists a positive $C$ independent of $m$ such that $a_m \leq Cb_m$, $m = 1, 2, \ldots$. In the case $a_m \ll b_m$ and $a_m \gg b_m$ we write $a_m \asymp b_m$.

Remark 1.1 shows that

$$\delta_m (MW^r_p) \ll \delta_m \left( MW^r_p (\Omega_d) \right).$$

Let $MW^r_p (\Omega_d)$ denote the subset of functions in $MW^r_p (\Omega_d)$ which is the closure in the uniform metric of the set of functions $f$ which have the following property: $f(x)$ is $rd$ times continuously differentiable and supp$f(x) \subset \Omega_d$.

**Theorem 1.1.** Let $1 \leq p \leq \infty$. Then

$$\delta_m \left( MW^r_p (\Omega_d) \right) \asymp \delta_m \left( MW^r_p (\Omega_d) \right) \asymp \delta_m \left( MW^r_p (\Omega_d) \right).$$

**Proof.** Let $\Lambda$ and $\xi$ be given. We will prove that

$$\sup_{g \in MW^r_p (\Omega_d)} \left| \Lambda_m (g, \xi) - \int_{\Omega_d} g(t) dt \right| \gg \delta_m (MW^r_p (\Omega_d)).$$

Suppose an infinitely differentiable function $\psi(x)$ is such that $\psi(x) = 0$ for $x \leq 0$, $\psi(x) = 1$ for $x \geq 1$ and $\psi(x)$ strictly increases on [0, 1]. For the cubature formula $(\Lambda, \xi)$, defined on the class $MW^r_p (\Omega_d)$, we define the cubature formula $(\Lambda', \eta)$, whose error will be investigated for the class $MW^r_p (\Omega_d)$ as follows:

$$\eta^\mu_j = \psi (\xi^\mu_j), \quad j = 1, \ldots, d;$$

$$\lambda'_\mu = \lambda_\mu \prod_{j=1}^{d} \psi' (\xi^\mu_j), \quad \mu = 1, \ldots, m.$$

Then for the functions $f$ and $g$ related as

$$g(t) = f(\psi(t_1), \ldots, \psi(t_d)) \prod_{j=1}^{d} \psi'(t_j)$$

we have

$$\int_{Q_d} f(x) dx = \int_{Q_d} g(t) dt,$$

$$\sum_{\mu=1}^{m} \lambda_\mu g(\xi^\mu) = \sum_{\mu=1}^{m} \lambda'_\mu f(\eta^\mu).$$
It remains to check that there exist a number $\delta > 0$ which does not depend on $m$ such that $\delta g \in MW^r_p(\Omega_d)$ provided $f \in MW^r_p(\Omega_d)$.

In fact, differentiating (1.19) we see that the expression for $g^{(s)}(t)$, $s = (s_1, \ldots, s_d)$, $0 \leq s_j \leq r$, $j = 1, \ldots, d$ will contain terms of the form

$$\omega(t, k) = f^{(k)}(\psi(t)) \prod_{j=1}^{d} \prod_{i} (\psi_i^{(l_j)}(t_j))^{m_j}, \quad \psi(t) = (\psi(t_1), \ldots, \psi(t_d)),$$

$$k = (k_1, \ldots, k_d), \quad 0 \leq k_j \leq s_j, \quad \sum_i l^i_j m^i_j = s_j + 1, \quad j = 1, \ldots, d$$

(1.20)

the number of which depends on the vector $s$.

It is obvious that in the case $p = \infty$ we have

$$\|\omega(t, k)\|_\infty \leq C(r) \|f\|_{MW^r_p(\Omega_d)}.$$

To estimate $\|\omega(\cdot, k)\|_p$, $1 \leq p < \infty$ we use the following simple lemma.

**Lemma 1.1.** Suppose that $f \in MW^r_p(\Omega_d)$ is rd times continuously differentiable, and the vector $k \in \mathbb{Z}_+^d$ is such that $k_j = r$ for $j \in e_1$ and $k_j \leq r - 1$ for $j \in e_2 = [1, d] \setminus e_1$. Then

$$\sup_{x_j \in e_2} \int_{[0,1]^{r-1}} |f^{(k_1, \ldots, k_d)}(x)|^p \left( \prod_{j \in e_1} dx_j \right) \leq C(p, r, d) \|f\|_{MW^r_p(\Omega_d)}^p, \quad 1 \leq p < \infty.$$

**Proof.** We will first prove the following statement. Let $f$ be such that $f$, $\frac{\partial f}{\partial x_j}$ are continuous. Then

$$\sup_{x_j} \int_{[0,1]^{d-1}} |f(x)|^p \left( \prod_{i \neq j} dx_i \right) \leq 2^p (\|f\|_p^p + \|\frac{\partial f}{\partial x_j}\|_p^p).$$

(1.21)

Indeed, there is an $a \in [0, 1]$ such that

$$\int_{[0,1]^{d-1}} |f(x_1, \ldots, x_{j-1}, a, x_{j+1}, \ldots, x_d)|^p \left( \prod_{i \neq j} dx_i \right) \leq \|f\|_p^p.$$

We represent the function $f(x)$ in the form

$$f(x) = f(x_1, \ldots, x_{j-1}, a, x_{j+1}, \ldots, x_d) +$$

$$\int_a^x \frac{\partial f}{\partial x_j}(x_1, \ldots, x_{j-1}, u, x_{j+1}, \ldots, x_d) du.$$
Then, for any $x_j \in [0, 1]$, we have
\[ \int_{[0,1]^{d-1}} |f(x)|^p \left( \prod_{i \neq j} dx_i \right) \leq 2^p \left( \| f \|_p^p + \| \frac{\partial f}{\partial x_j} \|_p^p \right). \]

This proves (1.21).

Applying successively relation (1.21), we obtain the statement of the lemma.

We return to estimating $\| \omega(\cdot, k) \|_p$. By Lemma 1.1 and by the uniform boundedness of the functions $|\psi^{(l)}(t_j)| \leq C(r)$, $l \leq r + 1$, we get for $k$ such that $k_j < r$, $j = 1, \ldots, d$ that
\[ \| \omega(\cdot, k) \|_p \leq \| \omega(\cdot, k) \|_\infty \ll \| f^{(k_1, \ldots, k_d)} \|_\infty \leq \| f \|_{MW^r_p(\Omega_d)}. \]

Thus it remains to consider only those $k$ for which there is a $j$ such that $k_j = r$. Then, with respect to this variable, $(\psi'(t_j))^{p(r+1)}$ participates as an additional cofactor in expression (1.20). Taking into account that
\[ (\psi'(t_j))^{p(r+1)} \leq C(p, r) \psi'(t_j), \]
we obtain
\[ \int_0^1 |\omega(t, k)|^p \ dt_j \leq \]
\[ \leq C(p, r) \left( \int_0^1 |f^{(k)}(\psi(t_1), \ldots, \psi(t_{j-1}), x_j, \psi(t_{j+1}), \ldots, \psi(t_d))|^p \ dx_j \right) \]
\[ \times \prod_{\nu \neq j} \prod_{i} (\psi^{(l_i)}(t_\nu))^{m_{\nu,p}}. \]

Reasoning in this way for all $j$ such that $k_j = r$ and applying Lemma 1.1, we find that
\[ \| \omega(\cdot, k) \|_p \leq C(p, r, d) \| f \|_{MW^r_p(\Omega_d)} \]
for all $k$. This implies that $c(p, r, d) g \in MW^r_p(\Omega_d)$ with some positive $c(p, r, d)$.

The arguments we presented show that
\[ \sup_{g \in MW^r_p(\Omega_d)} \int_{Q_d} g(t) \ dt - \sum_{\mu=1}^m \lambda_\mu g(\xi^\mu) | \geq \]
\[ \geq c(p, r, d) \sup_{f \in MW^r_p(\Omega_d)} \int_{Q_d} f(x) \ dx - \sum_{\mu=1}^m \lambda_\mu f(\eta^\mu) |. \quad (1.22) \]

Relation (1.22) and the embeddings $MW^r_p(\Omega_d) \hookrightarrow \dot{MW}^r_p(\Omega_d) \hookrightarrow MW^r_p(\Omega_d)$ yield the statement of Theorem 1.1.
Remark 1.2. Let $1 \leq p \leq \infty$ and $r > 1/p$. Then

$$\delta_m(MW^r_p) \asymp \delta_m(MW^r_p(\Omega_d)).$$

The upper estimate follows from (1.16). The lower estimate follows from Theorem 1.1.

2. Optimal cubature formulas and nonlinear approximation

The relations (1.10) and (1.11) can be interpreted as a connection between the error of the cubature formula $(\Lambda, \xi)$ on the class $MW^r_p$ and the approximation error of a special function $1 = \int_{\mathbb{T}^d} F_r(x) d\mu$ by $m$-term linear combination of functions $F_r(\xi^j - \cdot), j = 1, \ldots, m$. The latter problem is a problem of nonlinear $m$-term approximation with regard to a given system of functions, in the above case with regard to the system $\{F_r(x - \cdot), x \in \mathbb{T}^d\}$. The problem of nonlinear $m$-term approximation has attracted a lot of attention during last ten years because of its importance in numerical applications (see surveys [15] and [51]). In this section we will use some known results from $m$-term approximation in Banach spaces for estimating the error of optimal cubature formulas. Let $1 \leq q \leq \infty$. We define a set $\mathcal{K}_q$ of kernels possessing the following properties. Let $\Omega_x$ and $\Omega_y$ be measurable sets for variables $x$ and $y$ respectively. Let $K(x, y)$ be a measurable function on $\Omega_x \times \Omega_y$. We assume that for any $x \in \Omega_x K(x, \cdot) \in L_q(\Omega_y)$, for any $y \in \Omega_y$ the $K(\cdot, y)$ is integrable over $\Omega_x$ and $\int_{\Omega_x} K(x, \cdot) dx \in L_q(\Omega_y)$. For a kernel $K \in \mathcal{K}_p$ we define the class

$$W^K_p := \{f : f = \int_{\Omega_y} K(x, y) \varphi(y) dy, \quad \|\varphi\|_{L_p(\Omega_y)} \leq 1\}. \quad (2.1)$$

Then each $f \in W^K_p$ is integrable on $\Omega_x$ (by Fubini’s theorem) and defined at each point of $\Omega_x$. We denote for convenience

$$J(y) := J_K(y) := \int_{\Omega_x} K(x, y) dx.$$

For a cubature formula $\Lambda_m(\cdot, \xi)$ we have

$$\Lambda_m(W^K_p, \xi) = \sup_{\|\varphi\|_{L_p(\Omega_y)} \leq 1} \left| \int_{\Omega_y} \left( J(y) - \sum_{\mu=1}^m \lambda_{\mu} K(\xi^\mu, y) \right) \varphi(y) dy \right| =$$

$$= \|J(\cdot) - \sum_{\mu=1}^m \lambda_{\mu} K(\xi^\mu, \cdot)\|_{L_p(\Omega_y)}, \quad (2.2)$$

We use the same as above definition of the error of optimal cubature formula with $m$ knots for a class $W$

$$\delta_m(W) := \inf_{\lambda_1, \ldots, \lambda_m, \xi^1, \ldots, \xi^m} \Lambda_m(W, \xi).$$
Thus by (2.2)

\[ \delta_m(W_p^K) = \inf_{\lambda_1, \ldots, \lambda_m, \xi_1, \ldots, \xi_m} \| J(\cdot) - \sum_{\mu=1}^{m} \lambda_\mu K(\xi^\mu, \cdot) \|_{L^p(\Omega_y)}. \]

We will now introduce some notations and concepts from the theory of \( m \)-term approximation in Banach spaces.

Let \( X \) be a Banach space with norm \( \| \cdot \| \). We say that a set of elements (functions) \( D \) from \( X \) is a dictionary if each \( g \in D \) has norm one (\( \| g \| = 1 \)),

\[ g \in D \quad \text{implies} \quad -g \in D, \]

and \( \overline{\text{span}}D = X \).

We will discuss in this section two types of greedy algorithms with regard to \( D \). For an element \( f \in X \) we denote by \( N_f \) a norming (peack) functional for \( f \):

\[ \| N_f \| = 1, \quad N_f(f) = \| f \|. \]

The existence of such a functional is guaranteed by Hahn-Banach theorem. Let \( \tau := \{ t_k \}_{k=1}^{\infty} \) be a given sequence of positive numbers \( t_k \leq 1, \ k = 1, \ldots \). We define first the Weak Chebyshev Greedy Algorithm (WCGA) that is a generalization for Banach spaces of Weak Orthogonal Greedy Algorithm defined and studied in [49] (see also [16] for Orthogonal Greedy Algorithm).

**Weak Chebyshev Greedy Algorithm (WCGA).** We define \( f_0^c := f_0^{c,\tau} := f \).

Then for each \( m \geq 1 \) we inductively define

1). \( \varphi_m^c := \varphi_m^{c,\tau} \in D \) is any satisfying

\[ N_{f_{m-1}}(\varphi_m^c) \geq t_m \sup_{g \in D} N_{f_{m-1}}(g). \]

2). Define

\[ \Phi_m := \Phi_m^\tau := \overline{\text{span}} \{ \varphi_j^c \}_{j=1}^{m}, \]

and define \( G_m^c := G_m^{c,\tau} \) to be the best approximant to \( f \) from \( \Phi_m \).

3). Denote

\[ f_m^c := f_m^{c,\tau} := f - G_m^c. \]

We define now the generalization for Banach spaces of the Weak Relaxed Greedy Algorithm studied in [49] in the case of Hilbert space.

**Weak Relaxed Greedy Algorithm (WRGA).** We define \( f_0^r := f_0^{r,\tau} := f \) and \( G_0^r := G_0^{r,\tau} := 0 \). Then for each \( m \geq 1 \) we inductively define

1). \( \varphi_m^r := \varphi_m^{r,\tau} \in D \) is any satisfying

\[ N_{f_{m-1}}^r(\varphi_m^r - G_m^r) \geq t_m \sup_{g \in D} N_{f_{m-1}}^r(g - G_m^r). \]
2). Find $0 \leq \lambda_m \leq 1$ such that 
\[ \| f - ((1 - \lambda_m) G_{m-1} + \lambda_m \varphi_m^r) \| = \inf_{0 \leq \lambda \leq 1} \| f - ((1 - \lambda) G_{m-1} + \lambda \varphi_m^r) \| \]
and define 
\[ G_m^r := G_m^{r, \tau} := (1 - \lambda_m) G_{m-1} + \lambda_m \varphi_m^r. \]

3). Denote 
\[ f_m^r := f_m^{r, \tau} := f - G_m^r. \]

The term "weak" in both definitions means that at the step 1), we do not shoot for the optimal element of the dictionary which realizes the corresponding sup but are satisfied with weaker property than being optimal. The obvious reason for this is that we don’t know in general that the optimal one exists. Another practical reason is that the weaker the assumption the easier to satisfy it and therefore easier to realize in practice.

We present in this section results of convergence and the rate of convergence for the two above defined methods of approximation. It is clear that in the case of WRGA the assumption that $f$ belongs to the closure of convex hull of $\mathcal{D}$ is natural. We denote the closure of convex hull of $\mathcal{D}$ by $A_1(\mathcal{D})$. It has been proven in [49] that in the case of Hilbert space both algorithms WCGA and WRGA give the approximation error for the class $A_1(\mathcal{D})$ of the order 
\[ (1 + \sum_{k=1}^{m} t_k^2)^{-1/2}. \]

We discuss here approximation in uniformly smooth Banach spaces. For a Banach space $X$ we define the modulus of smoothness 
\[ \rho(u) := \sup_{\|x\| = u, \|y\| = 1} \left( \frac{1}{2}(\|x + uy\| + \|x - uy\|) - 1 \right). \]

The uniformly smooth Banach space is the one with the property 
\[ \lim_{u \to 0} \rho(u)/u = 0. \]

The following convergence result has been proven in [50]. In the formulation of this result we need a special sequence which is defined for a given modulus of smoothness $\rho(u)$ and a given $\tau = \{t_k\}_{k=1}^{\infty}$.

**Definition 2.1.** Let $\rho(u)$ be an even convex function on $(-\infty, \infty)$ with the property: $\rho(2) \geq 1$ and 
\[ \lim_{u \to 0} \rho(u)/u = 0. \]

For any $\tau = \{t_k\}_{k=1}^{\infty}$, $0 < t_k \leq 1$, and $0 < \theta \leq 1/2$ we define $\xi_m := \xi_m(\rho, \tau, \theta)$ as a number $u$ satisfying the equation 
\[ \rho(u) = \theta t_m u. \] (2.3)
**Theorem 2.1.** Let $X$ be a uniformly smooth Banach space with the modulus of smoothness $\rho(u)$. Assume that a sequence $\tau := \{t_k\}_{k=1}^\infty$ satisfies the condition: for any $\theta > 0$ we have

$$\sum_{m=1}^\infty t_m \xi_m(\rho, \tau, \theta) = \infty.$$ 

Then for any $f \in X$ we have

$$\lim_{m \to \infty} \|f^{m,\tau}\| = 0.$$ 

**Corollary 2.1.** Let a Banach space $X$ have modulus of smoothness $\rho(u)$ of power type $1 < q \leq 2$; $(\rho(u) \leq \gamma u^q)$. Assume that

$$\sum_{m=1}^\infty t_m^p = \infty, \quad p = \frac{q}{q - 1}.$$ 

Then WCGA converges for any $f \in X$.

It is well known (see for instance [14], Lemma B.1) that in the case $X = L_p$, $1 \leq p < \infty$ we have

$$\rho(u) \leq \begin{cases} u^p/p & \text{if } 1 \leq p \leq 2, \\ (p-1)u^2/2 & \text{if } 2 \leq p < \infty. \end{cases}$$

It is also known (see [28], p.63) that for any $X$ with $\dim X = \infty$ one has

$$\rho(u) \geq (1 + u^2)^{1/2} - 1$$

and for every $X$, $\dim X \geq 2$,

$$\rho(u) \geq Cu^2, \quad C > 0.$$ 

This limits power type modulus of smoothness of nontrivial Banach spaces to the case $1 \leq q \leq 2$.

Let us apply Corollary 2.1 for numerical integration. Consider a dictionary

$$\mathcal{D} := \mathcal{D}(K, p') := \{g : g(x, y) = K(x, y) / \|K(x, \cdot)\|_{L_{p'}(\Omega_y)}\}$$

(in case $\|K(x, \cdot)\|_{L_{p'}(\Omega_y)} = 0$ we set $g(x, \cdot) = 0$), and define a Banach space $X := X(K, p')$ as the $L_{p'}(\Omega_y)$-closure of span of $\mathcal{D}$. Assume now that $J_K \in X$. Then for $1 < p' < \infty$ the WCGA satisfying (2.4) with $q = \min(2, p')$ provides a deterministic algorithm of constructing a sequence of cubature formulas $\Lambda_m^\epsilon(\cdot, \xi)$ such that

$$\Lambda_m^\epsilon(W^K_p, \xi) \to 0 \quad \text{as} \quad m \to \infty.$$ 

We will discuss in more detail a question of the rate of convergence. The following theorem has been proven in [50].
Theorem 2.2. Let $X$ be a uniformly smooth Banach space with the modulus of smoothness $\rho(u) \leq \gamma u^q$, $1 < q \leq 2$. Then for a sequence $\tau := \{t_k\}_{k=1}^{\infty}$, $t_k \in [0,1]$, $k = 1,2,\ldots$, we have for any $f \in A_1(D)$ that
\[
\|f_{m,\tau}^c\| \leq C_1(q,\gamma)(1 + \sum_{k=1}^{m} t_k^p)^{-1/p},
\]
\[
\|f_{m,\tau}^r\| \leq C_2(q,\gamma)(1 + \sum_{k=1}^{m} t_k^p)^{-1/p}, \quad p := \frac{q}{q-1},
\]
with constants $C_i(q,\gamma)$, $i = 1,2$, which may depend only on $q$ and $\gamma$.

Corollary 2.2. In a particular case $\tau = \{t_k\}_{k=1}^{\infty}$, $t_k = t$, $k = 1,2,\ldots$, with some $t \in (0,1]$, we have under assumptions of Theorem 2.2 that
\[
\|f_{m,\tau}^c\| \leq C_1(q,\gamma,t)m^{-1/p},
\]
\[
\|f_{m,\tau}^r\| \leq C_2(q,\gamma,t)m^{-1/p}, \quad p := \frac{q}{q-1}.
\]

In order to apply Theorem 2.2 in numerical integration for $W_p^K$ we need to check that $J_K \in A_1(D,K,p')$ (or there exists a positive constant $c$ such that $cJ_K \in A_1(D,K,p')$). It could be a difficult problem. An inspection of the proof of Theorem 2.2 shows that it is sufficient to check that
\[
\int_{\Omega_x} \|K(x,\cdot)\|_{L_{p'}(\Omega_y)} dx < \infty.
\]

We formulate this as a theorem.

Theorem 2.3. Let $W_p^K$ be a class of functions defined by (2.1). Assume that $K \in K_{p'}$ satisfies the condition
\[
\int_{\Omega_x} \|K(x,\cdot)\|_{L_{p'}(\Omega_y)} dx \leq M
\]
and $J_K \in X(K,p')$. Then for any $m$ there exists (provided by WRGA with $\tau = \{t\}$) a cubature formula $\Lambda_m(\cdot,\xi)$ with
\[
\sum_{\mu=1}^{m} |\lambda_\mu| \leq M
\]
and
\[
\Lambda_m(W_p^K,\xi) \leq MC(p,\Omega_x,\Omega_y,t)\begin{cases}
m^{-1/2}, & 1 < p \leq 2, \\
m^{-1/p}, & 2 \leq p < \infty.
\end{cases}
\]

Let us consider a particular example of $K(x,y) = (2\pi)^{-d} F(x-y)$, $\Omega_x = \Omega_y = \mathbb{T}^d$. We denote the corresponding class $W_p^K$ by $W_p^F$.\]
Proposition 2.1. Let $1 < p < \infty$ and $\|F\|_{p'} \leq M$. Then the kernel $K(x, y) = (2\pi)^{-d}F(x - y)$ satisfies the assumptions of Theorem 2.3.

Proof. It is obvious that $K \in \mathcal{K}_{p'}$. Next,

$$(2\pi)^{-d} \int_{\mathbb{T}^d} \|F(x - \cdot)\|_{p'} dx = \|F\|_{p'} \leq M.$$ 

It remains to check that $J_K \in X(K, p')$. We have

$$J_K(y) = (2\pi)^{-d} \int_{\mathbb{T}^d} F(x - y) dx = \hat{F}(0).$$

Denote

$$S_N(F, x) := \sum_{|k_j| \leq N, j=1, \ldots, d} \hat{F}(k) e^{i(k, x)}.$$ 

Then it is well known (by the M. Riesz theorem) that

$$\|F - S_N(F)\|_{p'} \to 0 \quad \text{as} \quad N \to \infty.$$ 

For a given $N$ we consider a cubature formula

$$q_N(f) := N^{-d} \sum_{\mu_1=1}^{N} \cdots \sum_{\mu_d=1}^{N} f(2\pi \mu_1/N, \ldots, 2\pi \mu_d/N).$$

Then we have

$$\|\hat{F}(0) - q_N(F(\cdot - y))\|_{p'} =$$

$$= \|\hat{F}(0) - q_N(S_{N-1}(F; \cdot - y)) + q_N(S_{N-1}(F, \cdot - y) - F(\cdot - y))\|_{p'} =$$

$$= \|q_N(S_{N-1}(F; \cdot - y) - F(\cdot - y))\|_{p'} \leq \|S_{N-1}(F) - F\|_{p'} \to 0$$

as $N \to \infty$. This proves the proposition.

Theorem 2.3 and Proposition 2.1 yield the following result.

Theorem 2.4. Let $1 < p < \infty$. Assume $F \in L_{p'}(\mathbb{T}^d), p' = p/(p - 1)$. Consider the class

$$W_p^F := \{f : f = F \ast \varphi, \quad \|\varphi\|_p \leq 1\}.$$ 

Then for any $m$ there exists a cubature formula $\Lambda_m(\cdot, \xi)$ with $\sum_{\mu=1}^{m} |\lambda_{\mu}| \leq \|F\|_{p'}$ and

$$\Lambda_m(W_p^F, \xi) \leq C(p, d) \|F\|_{p'}, \quad \begin{cases} \frac{m^{-1/2}}{\lambda}, & 1 < p \leq 2, \\ \frac{m^{-1/p}}{\lambda}, & 2 \leq p < \infty. \end{cases}$$

A sequence of $\{\Lambda_m(\cdot, \xi)\}$ from Theorem 2.4 can be obtained by applying WRGA with a fixed $\tau = \{\cdot\}$. We will describe this procedure in detail. Denote $q := p'$. We have $1 < q < \infty$. Then

$$X(K, q) = \overline{\text{span}}\{F(x - \cdot), x \in \mathbb{T}^d\},$$
with the closure in $L_q(\mathbb{T}^d)$. It is well known that

$$\text{span}\{F(x - \cdot) \mid x \in \mathbb{T}^d\} = L_q(\mathbb{T}^d) \cap \text{span}\{e^{i(k,x)}, k : \hat{F}(k) \neq 0\}.$$ 

As a dictionary we have

$$\mathcal{D} = \{ \pm F(x - \cdot) / \|F\|_{p'}, x \in \mathbb{T}^d\}.$$ 

We note that in the proof of Proposition 2.1 we actually proved that

$$\hat{F}(0) / \|F\|_{p'} \in \mathcal{A}_1(\mathcal{D}).$$ 

Let us for simplicity give an algorithm for $F$ satisfying $\|F\|_{p'} = 1$ (otherwise we take $F / \|F\|_{p'}$). We begin with $f = \hat{F}(0)$. First, we construct a norming functional $N_f$. It is known that for $1 < q < \infty$ the $N_f$ acts as

$$N_f(g) = (2\pi)^{-d} \int_{\mathbb{T}^d} \|f\|_q^{-q} |f|^{q-2} \bar{f}gdx. \quad (2.5)$$ 

Fix $t \in (0, 1)$ and find $\xi^1$ satisfying

$$|N_f(F(\xi^1 - \cdot))| \geq t \sup_x |N_f(F(x - \cdot))|.$$ 

Find $\lambda_1 \in [0, 1]$ and $\epsilon_1 = \pm 1$ such that

$$\|\hat{F}(0) - \lambda_1 \epsilon_1 F(\xi^1 - \cdot)\|_q = \inf_{|\lambda| \leq 1} \|\hat{F}(0) - \lambda F(\xi^1 - \cdot)\|_q.$$ 

Denote

$$G_1 := \lambda_1 \epsilon_1 F(\xi^1 - \cdot) \quad \text{and} \quad f_1 := \hat{F}(0) - G_1.$$ 

We now describe the $m$th step. Assume we have already obtained $G_{m-1}$ and $f_{m-1}$. Define by (2.5) the norming functional $N_{f_{m-1}}$ and find $\xi^m$ satisfying

$$|N_{f_{m-1}}(F(\xi^m - \cdot))| \geq t \sup_x |N_{f_{m-1}}(F(x - \cdot))|.$$ 

Denote $\epsilon_m = \text{sign} \ N_{f_{m-1}}(F(\xi^m - \cdot))$ and find $\lambda_m \in [0, 1]$ such that

$$\|\hat{F}(0) - ((1 - \lambda_m) G_{m-1} + \lambda_m \epsilon_m F(\xi^m - \cdot))\|_q = \inf_{\lambda \in [0,1]} \|\hat{F}(0) - ((1 - \lambda) G_{m-1} + \lambda \epsilon_m F(\xi^m - \cdot))\|_q.$$ 

Denote

$$G_m := (1 - \lambda_m) G_{m-1} + \lambda_m \epsilon_m F(\xi^m - \cdot), \quad f_m := f - G_m.$$ 

After $m$ steps we obtain a cubature formula with knots $\xi = (\xi^1, \ldots, \xi^m)$ and weights $\lambda = (\epsilon_1 \lambda_1, \ldots, \epsilon_m \lambda_m)$. Nice properties of this construction are: (1) $\sum_{\mu=1}^m \lambda_\mu \leq 1$; (2) proceeding from the step $m - 1$ to the step $m$ we add one new knot $\xi^m$ and change in a simple way weights $\epsilon_k \lambda_k$ from the previous step.
3. Lower estimates for the classes $M_{\omega}^r$

We will present here some methods of obtaining lower estimates of $\Lambda_m(W, \xi)$ for the classes $M_{\omega}^r$.

It will be convenient for us to assume that the functions are 1-periodic and to keep the notation $\Omega_d = [0, 1]^d$. We begin with the following result.

**Theorem 3.1.** For any cubature formula $(\Lambda, \xi)$ with $m$ knots the following relation holds $(r > 1/2)$

$$\Lambda_m(M_{\omega}^r, \xi) \geq C(r, d)m^{-r}(\log m)^{d-1}. $$

**Proof.** Let us denote

$$\Lambda(k) = \Lambda_m(e^{i2\pi(k, x)}, \xi) = \sum_{\mu=1}^{m} \lambda_{\mu} e^{i2\pi(k, \xi^{\mu})}$$

for the cubature formula $(\Lambda, \xi)$ and $k \in \mathbb{Z}^d$.

**Lemma 3.1.** The following inequality is valid for any $r > 1/2$

$$\sum_{k \neq 0} |\Lambda(k)|^2 \nu(\overline{k})^{-2r} \geq C(r, d)|\Lambda(0)|^2 m^{-2r}(\log m)^{d-1},$$

where $k_j := \max(|k_j|, 1)$ and $\nu(\overline{k}) = \prod_{j=1}^{d} k_j$.

First we will deduce Theorem 3.1 from Lemma 3.1 and then prove this lemma.

We assume that $|\Lambda(0)| \geq 1/2$ because otherwise it is sufficient to take as an example the function $f(x) \equiv 1$. Let us consider the function

$$f(x) = \sum_{k \neq 0} \overline{\Lambda(k)} \nu(\overline{k})^{-2r} e^{i2\pi(k, x)}$$

where $\overline{\Lambda(k)}$ is the complex conjugate to the $\Lambda(k)$. Then

$$\|f^{(r)}\|_2 = \left( \sum_{k \neq 0} |\Lambda(k)|^2 \nu(\overline{k})^{-2r} \right)^{1/2} \quad (3.1)$$

and

$$\Lambda_m(f, \xi) - \hat{f}(0) = \sum_{k \neq 0} |\Lambda(k)|^2 \nu(\overline{k})^{-2r}. \quad (3.2)$$

By (3.1) and (3.2)

$$\Lambda_m(M_{\omega}^r, \xi) \geq \left( \sum_{k \neq 0} |\Lambda(k)|^2 \nu(\overline{k})^{-2r} \right)^{1/2},$$
using Lemma 3.1 we get
\[ \Lambda_m(MW^r_2, \xi) \geq C(r, d) m^{-r}(\log m)^{\frac{d-1}{2}}, \]
which proves Theorem 3.1.

We turn to the proof of Lemma 3.1. Let \( b(x) \) be an infinity differentiable function such that \( b(x) = 0 \) for \( x \notin (0, 1) \) and \( b(x) > 0 \) for \( x \in (0, 1) \). Let \( m \) be given, choose \( n \in \mathbb{N} \) such that
\[ 2m \leq 2^n < 4m \tag{3.3} \]
Denote for \( s = (s_1, \ldots, s_d) \), \( s_j \) nonnegative integers,
\[ b_s(x) = \prod_{j=1}^d b(2^{s_j+2}x_j), \]
and
\[ Y_s = \{ y \in \Omega_d \text{ such that } \Lambda_m(b_s(x - y), \xi) = 0 \}. \]
It is easy to verify that for all \( s \) with \( \|s\|_1 = n \), the estimate
\[ |Y_s| \geq C(d) > 0 \]
is valid for the measure \( |Y_s| \) of the set \( Y_s \). Further,
\[ |\hat{b}_s(0)\Lambda(0)|^2|Y_s| = \int_{Y_s} |\Lambda_m(b_s(x - y), \xi) - \hat{b}_s(0)\Lambda(0)|^2 dy \leq \]
\[ \leq \int_{\Omega_d} |\Lambda_m(b_s(x - y), \xi) - \hat{b}_s(0)\Lambda(0)|^2 dy = \sum_{k \neq 0} |\Lambda(k)|^2 |\hat{b}_s(k)|^2. \tag{3.4} \]
Let \( a := [r] + 1 \). Then for \( s \) such that \( \|s\|_1 = n \) we have
\[ |\hat{b}_s(k)| \leq C(d, a) \prod_{j=1}^d (2^{-s_j} \min(1, 2^{a_s}k_j^{-a})) = \]
\[ = C(d, a)2^{(r-1)n} \prod_{j=1}^d 2^{-r s_j} \min(1, 2^{a_s}k_j^{-a}). \tag{3.5} \]
By summing the relation (3.5) over all \( s \) such that \( \|s\|_1 = n \) and using the inequalities
\[ \sum_{\|s\|_1 = n} \prod_{j=1}^d 2^{-r s_j} \min(1, 2^{a_s}k_j^{-a}) \leq \]
\[ \leq \prod_{j=1}^d \sum_{s_j = 0}^{\infty} 2^{-r s_j} \min(1, 2^{a_s}k_j^{-a}) \ll \prod_{j=1}^d (k_j)^{-r} \]
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we get from (3.4)
\[ n^{d-1}2^{-2n}|\Lambda(0)|^2C(d) \leq 2^{2(r-1)n}C(d, r) \sum_{k \neq 0} |\Lambda(k)|^2 \nu(k)^{-2r}, \]
which proves the lemma.

We proceed to a stronger result than Theorem 3.1. We will replace the class 
\( MW_2^r \) in Theorem 3.1 by \( MW_p^r \) with \( 2 \leq p < \infty \). We prove the following proposition.

\textbf{Theorem 3.2.} The following lower estimate is valid for any cubature formula 
\((\Lambda, \xi)\) with \( m \) knots \((r > 1/p)\)
\[ \Lambda_m(MW_p^r, \xi) \geq C(r, d, p) m^{-r} (\log m)^{\frac{d-1}{2}}, \quad 1 \leq p < \infty. \]

\textit{Proof.} The proof of this theorem is based on the following theorem on existence of 
generalized Rademacher type polynomials. We introduce first some notation. Let
\[ \Pi(N, d) = \{(a_1, \ldots, a_d) \in \mathbb{R}^d : |a_j| \leq N_j, \ j = 1, \ldots, d\}, \]
where \( N_j \) are nonnegative integers and \( N := (N_1, \ldots, N_d) \). We denote
\[ T(N, d) := \{ t : t = \sum_{k \in \Pi(N, d)} c_k e^{i(k, x)} \}. \]
Then
\[ \dim T(N, d) = \prod_{j=1}^d (2N_j + 1) =: \vartheta(N). \]

\textbf{Theorem 3.3.} Let \( \varepsilon > 0 \) and a subspace \( \Psi \subset T(N, d) \) be such that \( \dim \Psi \geq \varepsilon \vartheta(N) \). 
Then there is a \( t \in \Psi \) such that
\[ \|t\|_{\infty} = 1, \quad \|t\|_2 \geq C(\varepsilon, d) > 0. \]

The proof of this theorem is based on the lower estimates of the volumes of the sets of 
Fourier coefficients of bounded trigonometric polynomials from \( T(N, d) \) (see [45] and [47]).

First, we prove the following assertion.

\textbf{Lemma 3.2.} Let the coordinates of the vector \( s \) be natural numbers and \( \|s\|_1 = n \). 
Then for any \( N \leq 2^n - 1 \) and an arbitrary cubature formula \((\Lambda, \xi)\) with \( N \) knots 
there is a \( t_s \in T((2^s_1, \ldots, 2^s_d), d) \) such that \( \|t_s\|_{\infty} \leq 1 \) and
\[ \hat{t}_s(0) - \Lambda_N(t_s, \xi) \geq C(d) > 0. \]
Proof of Lemma 3.2. Let $N$ and $(\Lambda, \xi)$ be given. Let us consider in $T((2^{s-1}, \ldots, 2^{s-1}), d)$ the linear subspace $\Psi$ of polynomials $t$ satisfying the conditions

$$t(\xi^j) = 0, \quad j = 1, \ldots, N. \quad (3.7)$$

Then

$$\dim \Psi \geq 2^n - N \geq 2^{n-1}.$$  

Consequently, by Theorem 3.3 there is $t^1 \in \Psi$ such that $\|t^1\|_\infty = 1$ and

$$\|t^1\|_2 \geq C(d) > 0. \quad (3.8)$$

We define

$$t_s(x) = \begin{cases} 1 & \text{if } \sum_{j=1}^{N} \lambda_j \leq 1/2, \\ |t^1(x)|^2 & \text{otherwise}. \end{cases}$$

The relations (3.7) and (3.8) prove the lemma.

We now complete the proof of Theorem 3.2. Let $m$ be given. We choose $n$ such that

$$m \leq 2^{n-1} < 2m.$$  

We consider the polynomial

$$t(x) = \sum_{\|s\|_1 = n} t_s(x),$$

where $t_s$ are polynomials from Lemma 3.2 with $N = m$. Then

$$\hat{t}(0) - \Lambda_m(t, \xi) \geq C(d)n^{d-1}. \quad (3.9)$$

Let us estimate $\|t^{(r)}\|_p$, $2 \leq p < \infty$. We will use the following corollary of the Littlewood-Paley theorem. Let $f \in L_1$; denote for $u \in \mathbb{Z}_+^d$

$$\rho(u) := \{k : k = (k_1, \ldots, k_d), [2^{u_j-1}] \leq |k_j| < 2^{u_j}, j = 1, \ldots, d\}, \quad (3.10)$$

$$\delta_u(f) := \sum_{k \in \rho(u)} \hat{f}(k) e^{i(k, x)}.$$  

Then for $f \in L_p$, $2 \leq p < \infty$ one has the inequality

$$\|f\|_p \leq C(p, d) \left( \sum_{u \in \mathbb{Z}_+^d} \|\delta_u(f)\|_p^2 \right)^{1/2}.$$  

We have

$$\|t^{(r)}\|_p \ll \left( \sum_{\|u\|_1 \leq n+d \atop 2} \|\delta_u(t^{(r)})\|_p^2 \right)^{1/2}.$$
Using the Bernstein inequality we continue the estimate
\[
\leq \left( \sum_{\|u\|_1 \leq n+d} 2^{2r\|u\|_1} \delta_u(t) \right)^{1/2}.
\]  
(3.11)

Next we have
\[
\delta_u(t) = \sum_{\|s\|_1 = n} \delta_u(t_s) = \sum_{\|s\|_1 = n, s+1 \geq n} \delta_u(t_s).
\]

By the inequality \(\|t_s\|_\infty \leq 1\) we get from here
\[
\| \delta_u(t) \|_p \leq (n + d + 1 - \|u\|_1)^{d-1}.
\]  
(3.12)

The estimates (3.11), (3.12) result in
\[
\| t^{(r)} \|_p \leq \left( \sum_{\|u\|_1 \leq n+d} 2^{2r\|u\|_1} (n + d + 1 - \|u\|_1)^{2(d-1)} \right)^{1/2} \leq 2^{rn}n^{d-1}.  
\]  
(3.13)

Comparing (3.9) and (3.13) we get the conclusion of Theorem 3.3 for \(2 \leq p < \infty\).

Clearly, the lower estimate for \(1 \leq p < 2\) follows from the estimate which we have just proved.

Theorem 3.2 gives the same lower estimate for different parameters \(1 \leq p < \infty\).

It is clear that the bigger the \(p\) the stronger the statement. We now discuss an improvement of Theorem 3.2 in the particular case \(p = 1\). We will improve the lower estimate by replacing the exponent \((d-1)/2\) by \(d-1\). However, this improvement will be proved under some (mild) assumptions on the weights of a cubature formula \((\Lambda, \xi)\) and also for a slight modification of the classes \(MW_1^r\). Denote
\[
F_{r,0}(x) := 1 + 2 \sum_{k=1}^{\infty} k^{-r} \cos kx, \quad x \in \mathbb{T};
\]
\[
F_{r,0}(x) := \prod_{j=1}^{d} F_{r,0}(x_j), \quad x = (x_1, \ldots, x_d) \in \mathbb{T}^d;
\]
\[
MW_{1,0}^r := \{ f : f = \phi * F_{r,0}, \|\phi\|_1 \leq 1 \}.
\]

It is clear that in the case \(r\) is an even integer we have \(MW_{1,0}^r = MW_1^r\). Let \(B\) be a positive number and \(Q(B, m)\) be the set of cubature formulas \(\Lambda_m(\cdot, \xi)\) satisfying the additional condition
\[
\sum_{\mu=1}^{m} |\lambda_{\mu}| \leq B.
\]

We will obtain the lower estimates for the quantities
\[
\hat{\delta}_m^B(W) := \inf_{\Lambda_m(\cdot, \xi) \in Q(B, m)} \Lambda_m(W, \xi).
\]

We will prove the following relation.
Theorem 3.4. Let $r > 1$. Then

$$
\delta^B_m(MW^r_{1,0}) \geq C(r, B, d)m^{-r}(\log m)^{d-1}, \quad C(r, B, d) > 0.
$$

Proof. We use a similar to the above notation

$$
\Lambda(k) = \Lambda_m(e^{i(k,x)}, \xi) = \sum_{\mu=1}^{m} \lambda_{\mu} e^{i(k,\xi^\mu)}.
$$

In the case $|\Lambda(0)| < 1/2$ it is sufficient to consider a function $f(x) \equiv 1$ as an example, and therefore we will assume that $|\Lambda(0)| \geq 1/2$. Considering the cubature formula $\Lambda_m(\cdot, \xi) = \Lambda_m(\cdot, \xi)/\Lambda(0)$, we see that

$$
\Lambda_m(W, \xi) \geq \Lambda_m(W, \xi)/4
$$

for $W$ such that $\frac{1}{2}(f - \hat{f}(0)) \in W$ provided $f \in W$ and $\Lambda_m(\cdot, \xi)$ is exact on the function $f(x) \equiv 1$, i.e. $\Lambda(0) = 1$. Thus it is sufficient for our purpose to consider the cubature formulas $\Lambda_m(\cdot, \xi)$ satisfying the additional condition $\Lambda(0) = 1$. Let us consider the cubature formula $\Lambda'$ constructed with the use of $\Lambda_m(\cdot, \xi)$ as follows:

$$
\Lambda'(f) = \sum_{\nu=1}^{m} \bar{\lambda}_{\nu} \Lambda_m(f(x - \xi^\nu), \xi)
$$

where $\bar{\lambda}_{\nu}$ is the complex conjugate to the $\lambda_{\nu}$. Then

$$
\Lambda'(k) := \Lambda'(e^{i(k,x)}) = \sum_{\nu=1}^{m} \bar{\lambda}_{\nu} \sum_{\mu=1}^{m} \lambda_{\mu} e^{i(k,\xi^\mu - \xi^\nu)} = |\Lambda(k)|^2. \quad (3.15)
$$

The function $F_{r,0}$ belongs to the closure in the uniform norm ($r > 1$) of the class $MW^r_{1,0}$. Consequently, by (3.15) and Lemma 3.1, we obtain

$$
\Lambda'(MW^r_{1,0}) \geq \Lambda'(F_{r,0}) - \hat{F}_{r,0}(0) = \sum_{k \neq 0} \Lambda'(k) \hat{F}_{r,0}(k) = \sum_{k \neq 0} |\Lambda(k)|^2 \hat{F}_{r,0}(k) \geq C(r, d)m^{-r}(\log m)^{d-1}. \quad (3.16)
$$

On the other hand, for the cubature formula $\Lambda'$ we have

$$
\Lambda'(f) - \hat{f}(0) = \sum_{\nu=1}^{m} \bar{\lambda}_{\nu} (\Lambda_m(f(x - \xi^\nu), \xi) - \hat{f}(0))
$$

which, for $\Lambda_m(\cdot, \xi) \in Q(B, N)$, implies the inequality

$$
\Lambda'(MW^r_{1,0}) \leq BA_m(MW^r_{1,0}, \xi). \quad (3.17)
$$

Relations (3.16) and (3.17) yield the required lower estimate for $\delta^B_m(MW^r_{1,0})$.

Let us discuss how Theorems 3.2 and 3.4 can be used for estimating from below the generalized discrepancy $D_r(\xi, \Lambda, m, d)_q$. Theorem 3.2 combined with Theorem 1.1 and Remark 1.2 implies the following result.
Theorem 3.5. Let $1 < q < \infty$ and $r$ be a positive integer. Then for any points \( \xi = (\xi^1, \ldots, \xi^m) \subset \Omega_d \) and any weights \( \Lambda = (\lambda_1, \ldots, \lambda_m) \) we have

\[
D_r(\xi, \Lambda, m, d)_q \geq C(d, r)m^{-r}(\log m)^{(d-1)/2}
\]

with a positive constant \( C(d, r) \).

We now turn to application of Theorem 3.4. Let $r$ be an even integer. Then \( MW^r_{1,0} = MW^r_1 \). Assume that the given cubature formula \( \Lambda_m(\cdot, \xi) \in Q(B, m) \). Then using the definition of \( D_r(\xi, \Lambda, m, d)_\infty \) (see (1.15)) and the embedding \( MW^r_p(\Omega_d) \hookrightarrow MW^r_p(\Omega_d) \) we get

\[
D_r(\xi, \Lambda, m, d)_\infty \gg \Lambda_m(MW^r_1(\Omega_d), \xi). \quad (3.18)
\]

By (1.22) and the embedding \( MW^r_1 \hookrightarrow MW^r_1(\Omega_d) \) we obtain

\[
\Lambda_m(MW^r_1(\Omega_d), \xi) \gg \Lambda'_m(MW^r_1, \theta), \quad (3.19)
\]

where \( \theta = (\theta^1, \ldots, \theta^m), \theta^\mu = -\pi + 2\pi \eta^\mu, \)

\[
\eta^\mu_j = \psi(\xi^\mu_j), \quad j = 1, \ldots, d;
\]

\[
\lambda'_\mu = \lambda_\mu \prod_{j=1}^d \psi'(\xi^\mu_j), \quad \mu = 1, \ldots, m.
\]

Next, it is clear that \( \Lambda_m(\cdot, \xi) \in Q(B, m) \) implies that \( \Lambda'_m(\cdot, \theta) \in Q(C(d)B, m) \). Therefore, by Theorem 3.4 we get

\[
\Lambda'_m(MW^r_1, \theta) \gg m^{-r}(\log m)^{d-1}. \quad (3.20)
\]

Combining (3.18)–(3.20) we obtain the following statement.

Theorem 3.6. Let $B$ be a positive number. For any points \( \xi^1, \ldots, \xi^m \subset \Omega_d \) and any weights \( \Lambda = (\lambda_1, \ldots, \lambda_m) \) satisfying the condition

\[
\sum_{\mu=1}^m |\lambda_\mu| \leq B
\]

we have for even integers $r$

\[
D_r(\xi, \Lambda, m, d)_\infty \geq C(d, B, r)m^{-r}(\log m)^{d-1}
\]

with a positive constant \( C(d, B, r) \).
Corollary 3.1. Let \( r \) be an even integer. Then we have for the \( r \)-discrepancy
\[
D_r(\xi, m, d) := D_r(\xi, (1/m, \ldots, 1/m), d, m) \gg m^{-r}(\log m)^{d-1}.
\]
The case \( p = \infty \) is excluded in Theorem 3.2. There is no nontrivial general lower estimates in this case. We will give one conditional result in this direction.

Theorem 3.7. Let the cubature formula \((\Lambda, \xi)\) be such that the inequality
\[
\Lambda_m(MW_r^*, \xi) \ll m^{-r}(\log m)^{(d-1)/2}, \quad r > 1/p,
\]
holds for some \( 1 < p < \infty \).

Then
\[
\Lambda_m(MW_{\infty}^*, \xi) \gg m^{-r}(\log m)^{(d-1)/2}.
\]

Proof. We denote as above
\[
\Lambda(k) = \sum_{j=1}^{m} \lambda_j e^{i(k, \xi_j)}.
\]

Let us consider the function
\[
g_{\Lambda, \xi, r}(x) = \sum_{k} \Lambda(k) \hat{F}_r(k) e^{i(k, x)} - 1.
\]

Then for the quantity \( \Lambda_m(MW_r^*, \xi) \) we have
\[
\Lambda_m(MW_r^*, \xi) = \sup_{f \in MW_r^*} \left| \Lambda_m(f, \xi) - \hat{f}(0) \right| = \\
= \sup_{\|\varphi\|_r \leq 1} \left| \Lambda_m \left( F_r(\varphi(x), \xi) - \hat{\varphi}(0) \right) \right| = \\
= \sup_{\|\varphi\|_r \leq 1} \left| \left( g_{\Lambda, \xi, r}(\xi) - \varphi(y) \right) \right| = \|g_{\Lambda, \xi, r}\|_{p'}, \quad p' = p/(p-1).
\]

Consequently, by hypothesis of Theorem 3.7, for some \( 1 < q < \infty \), \( q = p' \) we have
\[
\|g_{\Lambda, \xi, r}\|_q \ll m^{-r}(\log m)^{(d-1)/2}.
\]

Further, for arbitrary \( 1 < a < b \) and \( f \in L_b \) the following inequality holds
\[
\|f\|_a \leq \|f\|_{1}^{\kappa} \|f\|_{1}^{1-\kappa}, \quad \kappa = \left( \frac{1}{a} - \frac{1}{b} \right) \left( 1 - \frac{1}{b} \right)^{-1}.
\]

By Theorem 3.2 we have for any \( 1 \leq z < \infty \)
\[
\Lambda_m(MW_z^{\infty}, \xi) \gg m^{-r}(\log m)^{(d-1)/2}.
\]

Therefore, by (3.18)
\[
\|g_{\Lambda, \xi, r}\|_z' \gg m^{-r}(\log m)^{(d-1)/2}.
\]

Setting now \( b = q, \quad a = \frac{1}{2} (b + 1) \), \( z' = a \) we get from relations (3.20), (3.19), (3.22)
\[
\|g_{\Lambda, \xi, r}\|_1 \gg m^{-r}(\log m)^{(d-1)/2}.
\]

It suffices to apply the relation (3.18) to complete the proof. Theorem 3.7 is proved.
Remark 3.2. We have actually proved the following inequality. Let $1 \leq p_1 < p_2 < \infty$, then for any $(\Lambda, \xi)$

$$
\Lambda_m(MW_{p_2}^r, \xi) \leq \Lambda_m(MW_{p_1}^r, \xi) \frac{p_1^r}{p_2^r} \Lambda_m(MW_{\infty}^r, \xi)^{1 - \frac{p_1}{p_2}}, \quad (r > 1/p_1).
$$

4. Upper estimates for the classes $MW_p^r$

4.1. The Fibonacci cubature formulas. For periodic functions of two variables we consider the Fibonacci cubature formulas

$$
\Phi_n(f) = b_n^{-1} \sum_{\mu=1}^{b_n} f(2\pi \mu/b_n, 2\pi \{\mu b_{n-1}/b_n\}),
$$

where $b_0 = b_1 = 1$, $b_n = b_{n-1} + b_{n-2}$ are the Fibonacci numbers and $\{x\}$ is the fractional part of the number $x$.

For a function class $W$ we denote

$$
\Phi_n(W) = \sup_{f \in W} |\Phi_n(f) - (2\pi)^{-2} \int f(x) \, dx|,
$$

where $T^2 = [0, 2\pi]^2$ is the period square.

The following known result gives the order of $\Phi_n(W_p^r)$ for all parameters $1 \leq p \leq \infty$, $r > 1/p$.

Theorem 4.1. We have

$$
\Phi_n(MW_p^r) \asymp \begin{cases} 
\frac{b_n^{-r}(\log b_n)^{1/2}}{\log b_n}, & 1 < p \leq \infty, r > \max\left(\frac{1}{p}, \frac{1}{2}\right); \\
b_n^{-r} \log b_n, & p = 1, r > 1; \\
b_n^{-r}(\log b_n)^{1-r}, & 2 < p \leq \infty, \frac{1}{p} < r < \frac{1}{2}; \\
b_n^{-r}((\log b_n)(\log \log b_n))^{1/2}, & 2 < p \leq \infty, r = 1/2.
\end{cases}
$$

The lower estimates provided by Theorem 3.2 and the upper estimates from Theorem 4.1 show that the Fibonacci cubature formulas are optimal (in the sense of order) among all cubature formulas in the case $1 < p < \infty$, $r > \max(1/p, 1/2)$:

$$
\delta_{b_n}(MW_p^r) \asymp \Phi_n(MW_p^r) \asymp b_n^{-r}(\log b_n)^{1/2}.
$$

Theorem 3.4 combined with Theorem 4.1 implies that the Fibonacci cubature formulas are optimal (in the sense of order) among formulas satisfying an additional restriction $\sum_{\mu=1}^{m} |\lambda_{\mu}| \leq B$ in the case $r$ an even integer and $p = 1$

$$
\delta_{b_n}^B(MW_1^r) \asymp \Phi_n(MW_1^r) \asymp b_n^{-r} \log b_n.
$$

For all other values of parameters $p$ and $r$, $r > 1/p$, the right order of $\delta_m(MW_p^r)$ is unknown.
4.2. The Korobov cubature formulas. It will be convenient for us to denote vectors in $\mathbb{Z}^d$ and $\mathbb{R}^d$ by bold letters. Let $m \in \mathbb{N}$, $a = (a_1, \ldots, a_d) \in \mathbb{Z}^d$. We consider the cubature formulas

$$P_m(f, a) = m^{-1} \sum_{\mu=1}^{m} f \left( 2\pi \left\{ \frac{\mu a_1}{m} \right\}, \ldots, 2\pi \left\{ \frac{\mu a_d}{m} \right\} \right)$$

which will be called the Korobov cubature formulas.

In the case $d = 2$, $m = b_n$, $a = (1, b_{n-1})$ we have

$$P_m(f, a) = \Phi_n(f).$$

We note that in the case $d > 2$ the problem of finding concrete cubature formulas of the type $P_m(f, a)$ as good as the Fibonacci cubature formulas in the case $d = 2$ is unsolved. The results of this subsection deal with the case $d > 2$ and are not as complete as the results of Subsection 4.1.

We first prove an auxiliary assertion. Denote

$$\Gamma(N) := \{ k = (k_1, \ldots, k_d) \in \mathbb{Z}^d : \prod_{j=1}^{d} \max(|k_j|, 1) \leq N \}.$$

For a finite set $E$ the cardinality of $E$ will be denoted by $|E|$.

**Lemma 4.1.** Let $n$, $\kappa$, $L$ be a prime, a positive real and a natural number, respectively, such that

$$|\Gamma(L)| < (n - 1)(1 - 2^{-\kappa})/d. \quad (4.1)$$

Then there is a natural number $a \in I_n := [1, n)$ such that for all $m \in \Gamma(L)$, $m \neq 0$

$$m_1 + am_2 + \cdots + a^{d-1}m_d \equiv 0 \pmod{n}, \quad (4.2)$$

and the relation (4.2) will be valid for all $m \in F_i(L) := \Gamma(L2^i) \setminus \Gamma(L2^{i-1})$, $m \neq nm'$, with the exception of no more than

$$A_i^L := |F_i(L)|d2^{(l+1)\kappa}(2^\kappa - 1)^{-1}(n^2 - 1)^{-1}(n - 1)^{-1}, \quad l = 1, 2, \ldots.$$

**Proof.** Let $a \in I_n$ be a natural number. We consider the congruence

$$m_1 + am_2 + \cdots + a^{d-1}m_d \equiv 0 \pmod{n}. \quad (4.3)$$

For a fixed vector $m = (m_1, \ldots, m_d)$ we denote by $A_n(m)$ the set of natural numbers $a \in I_n$ which are solutions of the congruence (4.3). It is well-known that for $m \neq 0$, $|m_j| < n$, $j = 1, \ldots, d$ the number $|A_n(m)|$ of the elements of the set $A_n(m)$ satisfies the inequality

$$|A_n(m)| \leq d - 1 < d. \quad (4.4)$$
We denote by $G_1$ the set of the numbers $a$ which are solutions of the congruence (4.3) for at least one of $m \in \Gamma(L)$, that is

$$G_1 = \bigcup_{m \in \Gamma(L)} A_n(m).$$

Let us estimate the number $|G_1|$ of elements of the set $G_1$. By (4.4) and (4.1) we have

$$|G_1| \leq \sum_{m \in \Gamma(L)} |A_n(m)| < d|\Gamma(L)| < (n - 1)(1 - 2^{-\kappa}).$$

(4.5)

For any $a \in I_n \setminus G_1$ for all $m \in \Gamma(L)$ we have

$$m_1 + am_2 + \cdots + a^{d-1}m_d \not\equiv 0 \pmod{n}.$$  

Let $G_{l+1}$, $l = 1, 2, \ldots$ denote the set of those $a$ for which the number of elements of the set

$$M_a^l := \{m : m \in F_l(L), \ m \neq n m', \ m_1 + am_2 + \cdots + a^{d-1}m_d \equiv 0 \pmod{n}\}$$

satisfies the inequality

$$|M_a^l| > A^L_l.$$  

(4.6)

Then by (4.6)

$$\sum_{a \in G_{l+1}} |M_a^l| > A^L_l |G_{l+1}|.$$  

(4.7)

On the other hand, by (4.4) each $m$ can belong to at most $d - 1$ different sets $M_a^l$ and therefore

$$\sum_{a \in G_{l+1}} |M_a^l| < d|F_l(L)|.$$  

(4.8)

Comparing (4.7) and (4.8) we find

$$|G_{l+1}| < d|F_l(L)|/A^L_l = (n - 1)(2^\kappa - 1)2^{-\kappa(l+1)}.$$  

(4.9)

From relations (4.5) and (4.9) it follows that

$$\sum_{l=1}^{\infty} |G_l| < n - 1.$$  

This means that there exists a number $a \in I_n$ which does not belong to any set $G_l$, $l = 1, \ldots$. This $a$ is the required number by the definition of the sets $G_l$. The lemma is proved.

For $a$ of the form $a = (1, a, \ldots, a^{d-1})$ denote $P_n(f, a) := P_n(f, a)$. 
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Theorem 4.2. For any $r$ such that $r > \max(1/p,1/2)$ and any prime number $n$ there is a natural number $a \in [1,n)$ for which

$$P_n(MW^r_p,a) \leq C(r,p,d)n^{-r}(\log n)^{r(d-1)}, \quad 1 < p \leq \infty.$$ 

Proof. Clearly, it suffices to consider the case $1 < p \leq 2$. Let $\kappa := (r-1/p)/2$, $n$ be given and $L$ satisfies (4.1) and in addition $|\Gamma(L)| > n$. Let $a$ be the number from Lemma 4.1, depending on $n$, $\kappa$, $L$ and

$$Z_i = \{ m : m \in F_i(L), \; m \neq nm', \; m_1 + a m_2 + \cdots + a^{d-1} m_d \equiv 0 \pmod{n} \}.$$ 

Then by Lemma 4.1

$$|Z_i| \leq A_i^r,$$  \hspace{1cm} (4.10)

and the error of the cubature formula can be estimated as follows

$$|P_n(f,a) - \hat{f}(0)| \leq \sum_{l=1}^{\infty} \sum_{m \in Z_i} \hat{f}(m) + \sum_{m=nm'} \hat{f}(m) =: \sigma_1 + \sigma_2.$$  \hspace{1cm} (4.11)

Let us estimate $\sigma_1, \sigma_2$ from (4.11) for $f \in MW^r_p$.

We denote

$$\psi_l(x) = \sum_{m \in Z_i} e^{i(k,x)}.$$ 

We have

$$\sigma_1 = \left| \sum_{l=1}^{\infty} (f, \psi_l) \right| \leq \sum_{l=1}^{\infty} E_{L2^{l-1}}(f)_p \| \psi_l \|_{p'}, $$  \hspace{1cm} (4.12)

where $E_N(f)_p$ denotes best approximation of $f$ in $L_p$ by trigonometric polynomials with frequencies in $\Gamma(N)$. It is known (see [47, Ch. 3, Th. 3.2]) that for $f \in MW^r_p$, $1 < p < \infty$ we have

$$E_N(f)_p \leq C(r,p,d)N^{-r}, \quad r > 0.$$ 

Further

$$\| \psi_l \|_{p'} \leq \| \psi_l \|_{2/p'}^2 \| \psi_l \|_{\infty}^{2-2/p'} \leq |Z_i|^{1/p}.$$  \hspace{1cm} (4.13)

From (4.12) by the estimate of $E_N(f)_p$ and by (4.13) and (4.10) we get

$$\sigma_1 \ll L^{-r} \ll n^{-r}(\log n)^{r(d-1)}.$$ 

For $\sigma_2$ we have

$$\sigma_2 \leq \sum_{m' \neq 0} |\hat{f}(nm')| \ll n^{-r} \sum_{m'} \nu(m')^{-r} |\hat{\phi}(nm')| \bigg|,$$  \hspace{1cm} (4.14)

where $\phi$ is such that $f = F_r \ast \phi$, $\| \phi \|_p \leq 1$.

From (4.14), applying the Hölder inequality and the Hausdorff-Young theorem, we get

$$\sigma_2 \ll n^{-r} \left( \sum_{m'} \nu(m')^{-rp} \right)^{1/p} \left( \sum_{m'} \big|\hat{\phi}(nm')\big|^{p'} \right)^{1/p'} \ll n^{-r} \| \phi \|_p \leq n^{-r}.$$ 

The conclusion of the theorem follows from the estimates for $\sigma_1$ and $\sigma_2$.  
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4.3. The Frolov cubature formulas. In this subsection we construct the optimal (in the sense of order) cubature formulas for the classes \( MW_p^0(\Omega_d), 2 \leq p < \infty \).

The following lemma plays a fundamental role in the construction of such cubature formulas.

**Lemma 4.2.** There exists a matrix \( A \) such that the lattice \( L(m) = Am \), where \( m \) is a (column) vector with integer coordinates, has the following properties

\[
L(m) = \begin{pmatrix}
L_1(m) \\
\vdots \\
L_d(m)
\end{pmatrix}
\]

\[1^0 \quad \left| \prod_{j=1}^d L_j(m) \right| \geq 1 \text{ for all } m \neq 0;\]

\[2^0 \text{ each parallelepiped } P \text{ with volume } |P| \text{ whose edges are parallel to the coordinate axes contains no more than } |P| + 1 \text{ lattice points.}\]

Let \( a > 1 \) and \( A \) be the matrix from Lemma 4.2. We consider the cubature formula

\[
\Phi(a, A)(f) = (a^d |\det A|)^{-1} \sum_{m \in \mathbb{Z}^d} f \left( \frac{(A^{-1})^T m}{a} \right)
\]

for \( f \in MW_p^0(\Omega_d) \). Clearly, the number \( N \) of points of this cubature formula does not exceed \( C(A)a^d|\det A| \).

**Theorem 4.3.** Let a matrix \( A \) be from Lemma 4.2 and let \( r \) be a natural number. Then

\[
\Phi(a, A)(MW_p^r(\Omega_d)) \leq C(A, d)a^{-rd}(\log a)^{d-1}.\]

**Proof.** We will use the Poisson formula which we formulate in a form convenient for us. We denote for \( f \in L_1(\mathbb{R}^d) \)

\[
\hat{f}(y) = \int_{\mathbb{R}^d} f(x)e^{-2\pi i \langle y, x \rangle} dx.
\]

**Lemma 4.3.** Let \( f(x) \) be continuous and have compact support and the series \( \sum_{k \in \mathbb{Z}^d} \hat{f}(k) \) converges. Then

\[
\sum_{k \in \mathbb{Z}^d} \hat{f}(k) = \sum_{n \in \mathbb{Z}^d} f(n).
\]

By Lemma 4.3 the identity

\[
\Phi(a, A)(f) = (a^d |\det A|)^{-1} \sum_{m \in \mathbb{Z}^d} \int_{\mathbb{R}^d} f \left( \frac{(A^{-1})^T x}{a} \right) e^{-2\pi i \langle m, x \rangle} dx =
\]

\[
= \sum_m \int_{\mathbb{R}^d} f(y)e^{-2\pi i \langle aAm, y \rangle} dy = \sum_m \hat{f}(aAm),
\]

(4.15)
holds under the assumption that the series in the right side of (4.15) converges. The convergence of this series will follow from further consideration. In the relation (4.15) we carried out the linear change of variables \( y = \frac{(A^{-1})^T x}{a} \).

We have for the error of this cubature formula

\[
\delta = \Phi(a, A)(f) - \hat{f}(0) = \sum_{m \neq 0} \hat{f}(aAm). \tag{4.16}
\]

We need the following simple assertion.

**Lemma 4.4.** Let \( \| \varphi \|_2 \leq 1 \) and the support of \( \varphi \) be contained in \( \Omega_d \). Then for any \( a > 1 \) and nonsingular matrix \( A \) we have

\[
\sum_m |\hat{\varphi}(aAm)|^2 \leq C(A).
\]

**Proof.** Similarly to (4.15) we have

\[
\hat{\varphi}(aAm) = (a^d |\det A|)^{-1} \int_{\Omega_d} \varphi \left( \frac{(A^{-1})^T x}{a} \right) e^{-2\pi i (m, x)} \, dx. \tag{4.17}
\]

Let

\[
\Omega_d(n) := \{ x : x = y + n, \quad y \in \Omega_d \}
\]

and

\[
G := \left\{ n : \left( \text{supp} \varphi \left( \frac{(A^{-1})^T x}{a} \right) \right) \cap \Omega_d(n) \neq \emptyset \right\}.
\]

From the hypothesis of the lemma it follows that

\[
|G| \leq C_1(A) a^d. \tag{4.18}
\]

We denote

\[
c_m(n) = \int_{\Omega_d(n)} \varphi \left( \frac{(A^{-1})^T x}{a} \right) e^{-2\pi i (m, x)} \, dx.
\]

By the Parseval identity

\[
\sum_m |c_m(n)|^2 = \int_{\Omega_d(n)} \left| \varphi \left( \frac{(A^{-1})^T x}{a} \right) \right|^2 \, dx. \tag{4.19}
\]

From the relation (4.17), using the Cauchy inequality and the inequality (4.18), we get

\[
|\hat{\varphi}(aAm)|^2 = (a^d |\det A|)^{-2} \left| \sum_{n \in G} c_m(n) \right|^2 \leq (a^d |\det A|)^{-2} |G| \sum_{n \in G} |c_m(n)|^2 \leq (a^d |\det A|)^{-1} C_2(A) \sum_{n \in G} |c_m(n)|^2.
\]
Performing the summation over $\mathbf{m}$ and taking into account the relation (4.19) we get

$$\sum_{\mathbf{m}} |\hat{\varphi}(aA\mathbf{m})|^2 \leq C_2(A) \left( a^d |\det A| \right)^{-1} \int_{\mathbb{R}^d} \left| \varphi \left( \frac{(A^{-1})^T \mathbf{x}}{a} \right) \right|^2 d\mathbf{x} = C_2(A) \int_{\mathbb{R}^d} \left| \varphi(\mathbf{y}) \right|^2 d\mathbf{y} \leq C_2(A).$$

The lemma is proved.

We continue the proof of Theorem 4.3.

Let $f \in MW^p_0(\Omega_d)$ be rd times continuously differentiable. We denote $\varphi(x) = \partial^{\text{rd} f}_{x_1 \ldots x_d}$. Then for $\mathbf{m} \neq 0$

$$\hat{f}(aA\mathbf{m}) = \hat{\varphi}(aA\mathbf{m}) \prod_{j=1}^d \left( 2\pi iaL_j(\mathbf{m}) \right)^{-r}.$$

Let $l$ be such that

$$2^{l-1} < a^d \leq 2^l.$$

Then by the property 1° of Lemma 4.2 the inequality $\|s\|_1 \geq l$ holds for $s$ such that $\rho(s)$ (see the definition of $\rho(s)$ in (3.10)) contains a point $aA\mathbf{m}$ with $\mathbf{m} \neq 0$.

Then

$$(2\pi)^{-rd} \delta \leq \sum_{\|s\|_1 \geq l} \sum_{aL(\mathbf{m}) \in \rho(s)} \left| \hat{\varphi}(aA\mathbf{m}) \right| \prod_{j=1}^d \left| aL_j(\mathbf{m}) \right|^{-r} \leq \left( \sum_{\|s\|_1 \geq l} \sum_{aL(\mathbf{m}) \in \rho(s)} \prod_{j=1}^d \left| aL_j(\mathbf{m}) \right|^{-2r} \right)^{1/2} \left( \sum_{\mathbf{m}} \left| \hat{\varphi}(aA\mathbf{m}) \right|^2 \right)^{1/2}.$$

Applying Lemma 4.4 and using the relation

$$\sum_{\|s\|_1 \geq l} \sum_{aL(\mathbf{m}) \in \rho(s)} \prod_{j=1}^d \left| aL_j(\mathbf{m}) \right|^{-2r} \ll \sum_{\|s\|_1 \geq l} 2^{-2r\|s\|_1} \left( \frac{|\rho(s)|}{a^d} + 1 \right) \ll 2^{-2rl} l^{d-1} \ll a^{-2rd} (\log a)^{d-1}.$$

we get from here and (4.20)

$$\delta \ll a^{-rd} (\log a)^{d-1}.$$

Theorem 4.3 is proved.

Theorem 4.3 combined with Theorem 1.1 and Theorem 3.2 implies the following theorem.

**Theorem 4.4.** Let $r \in \mathbb{N}$ and $2 \leq p < \infty$. Then

$$\delta_m(MW^p_r) \asymp m^{-r}(\log m)^{\frac{d-1}{2}}.$$
5. Historical Notes, Comments, and Some Open Problems

First we will give a brief historical survey on the discrepancy. We refer the reader for a complete survey to the following books on discrepancy and related topics L. Kuipers and H. Niederreiter [27], J. Beck and W. Chen [5], J. Matoušek [29], and B. Chazelle [9]. We formulate all results in the notations of this paper and in the form convenient for us. We use the following notation

\[ D(X, m, d)_q := \left( \int_{\Omega_d} \prod_{j=1}^d a_j - \frac{1}{m} \sum_{\mu=1}^m \chi_{[0,a]}(x^\mu)^q \, da \right)^{1/q}, \quad 1 < q < \infty, \]

\[ D(X, m, d)_\infty := \max_{a \in [0,1]^d} \left| \prod_{j=1}^d a_j - \frac{1}{m} \sum_{\mu=1}^m \chi_{[0,a]}(x^\mu) \right|, \]

where \( X = (x^1, \ldots, x^m) \). The first result in this area was the following conjecture of van der Corput [11,12] formulated in 1935. Let \( \xi_j \in [0,1], \, j = 1, 2, \ldots \), then we have

\[ \lim_{m \to \infty} \sup_m m D((\xi^1, \ldots, \xi^m), m, 1)_\infty = \infty. \]

This conjecture was proved by van Aardenne-Ehrenfest [1] in 1945:

\[ \lim_{m \to \infty} \sup \frac{\log \log \log m}{\log \log m} m D((\xi^1, \ldots, \xi^m), m, 1)_\infty > 0. \]

Let us denote

\[ D(m, d)_q := \inf_X D(X, m, d)_q, \quad 1 \leq q \leq \infty. \]

In 1954 K. Roth [32] proved that

\[ D(m, d)_2 \geq C(d) m^{-1} (\log m)^{(d-1)/2}. \] (5.1)

In 1972 W. Schmidt [36] proved

\[ D(m, 2)_\infty \geq C m^{-1} \log m. \] (5.2)

In 1977 W. Schmidt [37] proved

\[ D(m, d)_q \geq C(d, q) m^{-1} (\log m)^{(d-1)/2}, \quad 1 < q \leq \infty. \] (5.3)

In 1981 G. Halász [21] proved

\[ D(m, d)_1 \geq C(d) m^{-1} (\log m)^{1/2}. \] (5.4)

The following conjecture has been formulated in [5] as an excruciatingly difficult great open problem.
**Conjecture 5.1 ([5]).** We have for $d \geq 3$

$$D(m, d)_{\infty} \geq C(d) m^{-1} (\log m)^{d-1}.$$ 

This problem is still open.

We now present the results on the lower estimates for the $r$-discrepancy. We denote

$$D_r(m, d)_q := \inf_{\xi} D_r(\xi, (1/m, \ldots, 1/m), m, d)_q$$

where $D_r(\xi, \Lambda, m, d)_q$ is defined in (1.15) and also denote

$$D_r^0(m, d)_q := \inf_{\xi, \Lambda} D_r(\xi, \Lambda, m, d)_q.$$ 

It is clear that

$$D_r^0(m, d)_q \leq D_r(m, d)_q.$$ 

The first result in estimating the generalized discrepancy was obtained in 1985 by V.A. Bykovskii [6]

$$D_r^0(m, d)_2 \geq C(r, d) m^{-r} (\log m)^{(d-1)/2}. \quad (5.5)$$

This result is a generalization of the Roth’s result (5.1). The generalization of the Schmidt’s result (5.3) was obtained by the author in 1990, [45], (see Theorem 3.5 of this paper)

$$D_r^0(m, d)_q \geq C(r, d, q) m^{-r} (\log m)^{(d-1)/2}, \quad 1 < q \leq \infty. \quad (5.6)$$

In 1994, [48], the author proved that for $r$ even integers we have for the $r$-discrepancy (see Theorem 3.6 and Corollary 3.1 of this paper)

$$D_r(m, d)_{\infty} \geq C(r, d) m^{-r} (\log m)^{d-1}. \quad (5.7)$$

This result encourages us to formulate the following generalization of the Conjecture 5.1.

**Conjecture 5.2.** For all $d, r \in \mathbb{N}$ we have

$$D_r^0(m, d)_{\infty} \geq C(r, d) m^{-r} (\log m)^{d-1}.$$ 

The above lower estimates for $D_r^0(m, d)_q$ are formally stronger than the corresponding estimates for $D(m, d)_q$ because in $D_r^0(m, d)_q$ we are optimizing over the weights $\Lambda$. However, the proofs for $D(m, d)_q$ could be adjusted to give the estimates for $D_r^0(m, d)_q$. The results (5.5)–(5.7) for the generalized discrepancy were obtained as a corollary of the corresponding results on cubature formulas (see Theorem 1.1 and Theorems 3.5, 3.6). We do not know if existing methods for $D(m, d)_q$ could be modified to obtain the estimates for $D_r^0(m, d)_q$, $r \geq 2$.

We proceed to the lower estimates for the cubature formulas. Theorem 3.1 and Lemma 3.1 were established in [6]. The proof is taken from [47]. Theorems 3.2, 3.3, and Lemma 3.2 were proved in [45]. Theorem 3.4 was proved in [48]. Theorem 3.7 is from [46]. There are two big open problems in this area. We formulate them as conjectures.
Conjecture 5.3. For any $d \geq 2$ and any $r \geq 1$ we have

$$\delta_m(MW_1^r) \geq C(r, d)m^{-r}(\log m)^{d-1}.$$ 

Conjecture 5.4. For any $d \geq 2$ and any $r > 0$ we have

$$\delta_m(MW_\infty^r) \geq C(r, d)m^{-r}(\log m)^{(d-1)/2}.$$ 

We note that by Proposition 1.2, Theorem 1.1, and (1.15) Conjecture 5.3 implies Conjecture 5.2 and Conjecture 5.4 implies

$$D_\epsilon^2(m, d)_1 \geq C(r, d)m^{-r}(\log m)^{(d-1)/2}. \quad (5.8)$$ 

We turn to the upper estimates. We begin with the cubature formulas. We have already made a historical remark on classes with bounded mixed derivative in Section 1. We will discuss only these classes here. For results on cubature formulas for the Sobolev type classes we refer the reader to the books of S.L. Sobolev [40], E. Novak [31], and the author [47, Ch.2]. The first result in this direction was obtained by N.M. Korobov [25] in 1959. He used the cubature formulas $P_m(f, a)$ defined in Subsection 4.2. We note that similar cubature formulas were also used by E. Hlawka [22]. The Korobov’s results lead to the following estimate

$$\delta_m(MW_1^r) \leq C(r, d)m^{-r}(\log m)^{rd}, \quad r > 1. \quad (5.9)$$ 

In 1959 N.S. Bakhvalov [2] improved (5.9) to

$$\delta_m(MW_1^r) \leq C(r, d)m^{-r}(\log m)^{r(d-1)}, \quad r > 1.$$ 

The first best possible upper estimate for the classes $MW_p^r$ was obtained by N.S. Bakhvalov [3] in 1963. He proved in the case $d = 2$ that

$$\delta_m(MW_2^r) \leq C(r)m^{-r}(\log m)^{1/2}, \quad r \in \mathbb{N}. \quad (5.10)$$ 

N.S. Bakhvalov used the Fibonacci cubature formulas defined in Subsection 4.1.

In 1976 K.K. Frolov [18] used the cubature formulas defined in Subsection 4.3 to extend (5.10) to the case $d > 2$:

$$\delta_m(MW_2^r) \leq C(r, d)m^{-r}(\log m)^{(d-1)/2}, \quad r \in \mathbb{N}. \quad (5.11)$$ 

In 1985 this estimate was further generalized by V.A. Bykovskii [6] to $r \in \mathbb{R}$, $r \geq 1$. Bykovskii also used the Frolov cubature formulas. One can find these results in Section 4 of this paper. Theorem 4.1 was proved in [46] and [48]. Theorem 4.2 and Lemma 4.1 are from [44]. Theorem 4.2 addresses the case of small smoothness: $r > \max(1/p, 1/2)$ instead of $r \geq 1$. Lemma 4.2 is a well known result in algebraic number theory (see [8]). Theorem 4.3 was obtained by K.K. Frolov [18, 19]. The proof is taken from [47]. We note that there is no sharp results for $\delta_m(MW_p^r)$ in
the case of small smoothness $1/p < r < 1$. It is an interesting open problem. The approach based on nonlinear $m$-term approximation (see Section 2) can be useful in this case.

The Frolov cubature formulas [19] give the following estimate

$$\delta_m(MW^r_T) \leq C(r, d) m^{-r} (\log m)^{d-1}, \quad r > 1. \quad (5.12)$$

Thus the lower estimate in Conjecture 5.3 is the best possible.

In 1994 M.M. Skriganov [39] proved the following estimate

$$\delta_m(MW^r_p) \leq C(r, d, p) m^{-r} (\log m)^{(d-1)/2}, \quad 1 < p \leq \infty, \quad r \in \mathbb{N}. \quad (5.13)$$

This estimate combined with Theorem 3.2 implies

$$\delta_m(MW^r_p) \asymp m^{-r} (\log m)^{(d-1)/2}, \quad 1 < p < \infty, \quad r \in \mathbb{N}. \quad (5.14)$$

Another proofs of (5.13) and Theorem 3.2 were given in 1995 by V.A. Bykovskii [7].

We now present the upper estimates for the discrepancy. In 1956 H. Davenport [13] proved that

$$D(m, 2)_2 \leq C m^{-1} (\log m)^{1/2}.$$

Another proofs of this estimate were later given by I.V. Vilenkin [52], J.H. Halton and S.K. Zaremba [24], and K. Roth [33]. In 1979 K. Roth [34] proved

$$D(m, 3)_2 \leq C m^{-1} \log m$$


$$D(m, d)_2 \leq C(d) m^{-1} (\log m)^{(d-1)/2}.$$

In 1980 W. Chen [10] proved

$$D(m, d)_q \leq C(d) m^{-1} (\log m)^{(d-1)/2}, \quad q < \infty.$$  

The estimate (5.12) and Theorem 1.1 imply

$$D^\circ(m, d)_\infty \leq C(r, d) m^{-r} (\log m)^{d-1}, \quad r \geq 2.$$  

We note that the upper estimates for $D(m, d)_q$ are stronger than the same upper estimates for $D^\circ(m, d)_q$.

Let us also mention a classical book of S.M. Nikol’skii [30] on quadrature formulas and books of N.M. Korobov [26], W. Schmidt [38], and Hua Loo Keng and Wang Yuan [23] on discrepancy and related topics. We discussed in this paper only the case of the class $MW^r_T$ of functions with bounded mixed derivative. There are analogs of classes $MW^r_p$ which are also natural in the theory of cubature formulas. One can find results on numerical integration of functions with bounded mixed difference in the papers [4], [17], [43], and in the book [47]. A different method of constructing cubature formulas for functions with bounded mixed derivative was suggested by S.A. Smolyak [41] (for further results see [42]).
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