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Abstract

We review and expand somewhat on some recent developments concerning the
construction and analysis of piecewise polynomial estimators for the regression prob-
lem in Mathematical Learning Theory. The discussion will center on two issues. The
first of these is computational efficiency including possible online capability. The
second is universality by which we mean the capability of the estimator to give rise
to optimal convergence rates for a possibly wide class of prior classes without using
any a-priori knowledge on the memebership of the regression function to any of
these classes. More precisely, the main point of interest are estimators for which the
probability of exceeding an optimal rate tends to zero as the number m of observed
data increases. We focus on nonlinear methods built on piecewise polynomial ap-
proximation on adaptively refined partitions. We describe a class of schemes that
are inspired by thresholding concepts for wavelet expansions. We point out obsta-
cles to treating piecewise polynomials of degree higher than one as compared with
piecewise constant estimators and discuss several possible remedies.
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1 Introduction

Increasingly complex measuring devices along with growing computing and data storage
capacities lead to the aquisition of enormous data sites typically hiding the essential
information one is looking for. The quantifiable extraction of information embedded in
large data sets that are typically polluted by noise is therefore a central task which is of
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growing importance in many application areas ranging from science and technology over
finance to social sciences. This is reflected by the rapid developments in Mathematical
Learning Theory that address such issues and provides a theoretical foundation for tasks
like pattern recognition, classification and regression. Mathematical Learning Theory
draws on concepts from nonparametric statistics, functional analysis, numerical analysis
and last but not least from approximation theory. It is fair to say that the potential
synergies offered by the interplay of these disciplines have not been exhausted yet.

We do not attempt to give an even nearly representative overview of all of the most
recent exciting developments but rather focus on a segment that emphasizes the roles of
computational complexity and nonlinear approximation. Specifically, we will be concerned
with providing estimates in probability for the approximation of the regression function in
supervised learning when using piecewise polynomials on adaptively generated partitions.

We shall work in the following setting. We suppose that p is an unknown measure on
a product space Z := X x Y, where X is a bounded domain of R? and Y = R. Given
m independent random observations z; = (x;,;), ¢ = 1,...,m, identically distributed
according to p, we are interested in estimating the regression function f,(z) defined as
the conditional expectation of the random variable y at x:

foa) = / ydp(y|z) (11)

Y

with p(y|x) the conditional probability measure on Y with respect to z. We shall use
z={21,...,2m} C Z™ to denote the set of observations. We denote by px the marginal
probability measure on X defined by

px(S) == p(S x ), (1.2)

and always assume that px is a Borel measure on X. We have

dp(z,y) = dp(ylz)dpx (). (1.3)

The interest in f, lies among other things in the following fact. Defining the risk
functional

&)= [ 1) (14)
Z
it is easy to check that
E(f)=Efo) +1If = fl% (1.5)
where
1= 1 Nzaxox)s (1.6)

and Lo(X, px) consists of all functions from X to Y which are square integrable with
respect to px. Thus, f, is the minimizer of £(f) over f € Lao(X, px).

This type of regression problem is referred to as distribution-free since we make no
assumptions of the distribution p. A recent survey on distribution free regression theory
is provided in the monograph [13], which includes most existing approaches to analyzing



their rate of convergence in the ezpectation sense, i.e. to provide estimates for E(|| fo— f,[|*)
where the expectation is taken with respect to the product measure p™.

It should be emphasized that a central issue in Learning Theory is to provide estimates
for f, under minimal restrictions on the measure p since this measure is unknown to us.
In this paper, we shall always work under the assumption that for each =,

ly| < M, (1.7)

almost surely. It follows in particular that |f,| < M. This property of p can often be
inferred in practical applications.

It is desirable to obtain stronger estimates than just for the expectation. Therefore,
our objective will be to find an estimator f, for f, based on z such that the quantity
|| fz— £, is small in probability. Specifically, we would like to bound P{|| f, — f,|| > n} for
thresholds n that are allowed to decay with increasing sample size m. Generally speaking
bounds in probability are much stronger than those in expectation since from probability
bounds we can infer good estimates in expectation while in the other direction estimates
in expectation imply only rather weak probability bounds.

Our guiding criteria for the construction of estimators are discussed in § 2 centering,
in particular, on the notion of universality. In § 3 we review briefly some known concepts
such as complexity regularization as a means to realize universality. In particular, we
apply this to piecewise polynomial estimators on isotropic and anisotropic partitions. We
indicate how to increase in this case the efficiency of complexity regularization in the
spirit of CART algorithms by exploiting the special additive structure of the objective
functionals. § 4 is devoted to universal piecewise polynomial estimators based on adaptive
partitioning by thresholding. On one hand, this complies better with online demands. On
the other hand, in the piecewise constant case this gives rise to the desired optimal rates
in probability. We indicate why this result does not carry over in full generality to the
case of higher polynomial degrees and discuss circumstances under which optimal rates
are retrieved. We conclude in § 5 with further possible ways of improving the results for
piecewise polynomial estimators either by modifying the estimator or by estimating the
performance for individual regression functions rather than for classes of such functions.

2 Guiding Criteria

A common approach to approximating the regression function is to choose an hypothesis
(or model) class H = H that offers N degrees of freedom, where N = N(m) will typically
depend on the sample size m and then look for elements f, € Hy that approximate f,
as well as possible based on the knowledge of z. The construction of f, should take two
aspects into account that typically work against each other, namely (I) computational
efficiency - one has to handle possibly very large data sets - and (II) quality. According
to the preceding discussion, quality can be expressed in terms of estimates for the error
|| f,— f2|| which itself is a random variable. So one can ask for decay rates of the quantities

P{|f, = foll =20}, 0 >0 or E(|f, - fll®) (2.1)

as the sample size m increases.



Of course, concrete rates for either quantity can only be expected under some as-
sumptions on f,. A typical assumption is that f, belongs to some compact subset © of
Ly(X, px) often referred to as a prior on f,.

Compactness can be described in various ways, e.g. by the asymptotic behavior of
entropy or covering numbers which is a measure of the metric thickness of a set. Another
way is to impose smoothness on f, relative to Lo(X, px). However, since px is unknown it
is not clear what this means. A third way, which is the one adopted here, is to characterize
compactness through approximability. To explain this, we think of any given hypothesis
class H as a collection of functions on X that can be described by d(#) parameters —
degrees of freedom. When H is a linear space one would have d(#) = dim #. Now given
a family of such sets {H} we consider the corresponding approximation classes

A = A{H}) = {[ € La(X, px) gL | I If = gll = on(f,{H}) <CN7*

for some C < oo}. (2.2)

For a given f the infimum of all constants C' for which the above bound holds is |f|4s :=
supyen Non(f, {H}) which is a (quasi-) seminorm and || - [|4s = || - || + | - |4+ defines a
quasi-norm for the space A°. Clearly for each s > 0 any bounded subset of A?® is compact
in Ly(X, px).

Of course, the space A°({H}) depends on the collection {#H} of hypothesis spaces
and, as we shall point out later, in some cases A® can also be described by regularity
properties. One expects that the richer {#} is the larger is the class A°({#H}), i.e. the
more functions can be recovered at a given rate N ~° using at most N degrees of freedom
within that framework. An important distinction is when for each N there exists at most
one class H = Hy in {H} with d(H) = N and Hy is a linear space. The corresponding
approximation method (of taking the Lo(X, px)-orthogonal projection from Hy) is then
called a linear approximation method. This is to be contrasted with the case where several
competing choices of H each being determined by N parameters. The selection among
all the competing equally complex candidates that minimizes the projection error is then
nonlinear since it depends on the particular approximant. Nonlinear methods will play
an important role in what follows.

At any rate, whatever the collection {H} is, one faces two questions: When f, belongs
to some class A*({#}), i.e. it can be approximated in || - || by elements from some #H with
d(H) < N to accuracy N—*,

(i) what is the best decay rate of the quantities in (2.1) when the sample size m grows?
(ii) how can one construct estimators f, that match this rate?

As we shall see, the difficulties to be faced for (ii) depend very much on how much infor-
mation one is willing to assume about f,. For instance, is the estimator allowed to use s
as an active parameter to find a good compromise between goodness of fit and variance?
Of course, in most practical situations one would not know beforehand the prior class ©,
or values of s for which f, € A®. So a more refined question would be:



How to construct f, so that it recovers the best possible rate for a possibly
large range of s > 0 without using s in the actual algorithm?

An estimation scheme with this latter property is called universal and universality is
a central issue throughout the subsequent discussion. We shall briefly review next two
known concepts that reflect the essence of the problem.

3 Some Known Results on Estimates in Expectation

3.1 Linear Methods

When H = Hy is a linear space of dimension /N, a natural way to build an estimator is
to mimic (1.4), i.e. to choose f, as the minimizer of the empirical risk

- 1 &
. =argmin&,(f), with &, (f) = — . 3.1
fo = mgmin ) 7 20 (3.1)

In other words, fz is the best approximation to (yj);ﬂ:l from H in the the empirical norm
2 1 S 2
gl = — > lalay) . (3.2)
j=1

So the computation of f, is essentially reduced to solving (possibly large) linear systems.

While f, is known to be bounded by M, such a least squares fit might very well give
rise to approximations violating this bound significantly, a point that will be taken up
later again. Such a violation is a serious obstruction to the analysis of the performance of
such estimators which typically involves concentration inequalities requiring L., bounds.
Therefore, one applies a truncation step as a postprocessing to obtain

fa="Tu(fz), with Ti(g) := sgn(g) min{M, |g|}. (3.3)
For estimators of this type the following general result can be found in [13].

Theorem 3.1 For an arbitrary linear space Hy of dimension N and f, defined by (3.3),

one has 1 N
ogm .
E(||fp_fz||2) 5 ——— + inf ||fp_g||2- (3'4)

geEHN
The first term in this bound reflects the uncertainty due the variance of the data while
the second one describes the approximability of f,. Clearly, the bound is minimized by
equilibrating variance and bias. Hence whenever f, belongs to A*({Hx}n) for some s > 0,

!Here and later we use the notation A < B to mean that A < CB with C a constant that does
not depend on the parameters involved unless explicitly stated. Similarly A ~ B means A < C'B and
B < CA.



the term infycs, || f, — g]|* can be bounded by |f,|%:N2*. These bounds are balanced

when choosing N ~ (m/logm)'/?**! which yields

2s
log m 2s+1
m .

E(If, - ful?) < ( (35)

The rate shown in (3.5) is actually (up to logarithmic factors) best possible, see [11].
However, to realize it, one needs to know s in order to choose the right dimension
N = N(m,s). So if this knowledge is not available - as would be usually the case in
practice - an improper choice of N would give rise to an unsatisfactory performance of
the estimator which is clearly not universal. Note that in the above situation the reference
approximation method is linear.

3.2 Nonlinear Methods - Model Selection

The price to be paid for obtaining universality is to employ nonlinear estimation schemes.
A widely used and very flexible paradigm is model selection. Instead of an a-priori pre-
scription of the trial space H (independent of the data) one allows the estimator to select
from a class M,,, = {H} of “models” where the class M,, depends on the data size m. A
common way of organizing data dependent selection is through complezity regularization.
The complexity or richness of each hypothesis space H, ., is described by a penalty term
pen,, (H). For each class one takes again the truncated least squares estimator

frum =Tu (argmin (% Z(g(a:l) — yi)2>> , (3.6)

geEH

and then selects one of them by

f. = argmin {i S (frum() — ) + penm<H>} . (3.7)
HEMm —

The following theorem ([13, Thm. 12.1]) gives sufficient conditions for this estimator to

exhibit optimal performance. In its formulation H™' denotes the set of subgraphs of the

functions in H and V3+ denote its VC-dimension. Note that when H is a linear space one

has V3;+ < dimH + 1, see e.g. [13].

Theorem 3.2 Suppose
(logm)Vyr + 2

pen,, (H) 2 p- ., HeM,, (3.8)
where c3; > 0 satisfies
o el (3.9)
HeMom
Then,
(1S, - £ < 2,06 { gt 1y al +pen,)f 4 5 (30

Note that the penalization is not controlled by some smoothness measure but solely by
the complexity of the corresponding model. To illustrate the role of the various ingredients
it is instructive to consider the following example.
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3.2.1 Piecewise Polynomials on Adaptive Partitions

We shall restrict our discussion to the case X = [0, 1]¢ and the case of dyadic partitions.
However, all results would follow in the more general setting described in [2].

Let D; = D;(X) be the collection of dyadic subcubes of X of sidelength 277 and
D := Uy D;. These cubes are naturally aligned on a tree 7 = 7 (D). Each node of the
tree T corresponds to a cube I € D. If I € D;, then its children are the 2¢ dyadic cubes
J C Dj41 with J C I. We denote the set of children of I by C(I). We call I the parent of
each such child J and write I = P(J). A proper subtree Ty of T is a collection of nodes
of T with the properties: (i) the root node I = X is in 7o, (ii) if I # X is in 7, then its
parent is also in 7.

We obtain (dyadic) partitions A of X from finite proper subtrees 7 of 7. Given any
such Ty the outer leaves of Ty consist of all J € T such that J ¢ Ty but P(J) is in 7.
The collection A = A(7) of outer leaves of 7Ty is a partition of X into dyadic cubes. It is
easily checked that

#(To) < #(A) < 27#(To). (3.11)
O
O O/ OO OO
O O

Figure 3.1: Local mesh refinement

A wuniform partition of X into dyadic cubes consists of all dyadic cubes in D;(X)
for some j > 0. Thus, each cube in the corresponding uniform partition A; has the
same measure 2774 Another way of generating partitions is through some possibly local
refinement strategy. One begins at the root X and decides whether to refine X (i.e.
subdivide X) based on some refinement criteria. If X is subdivided then one examines
each child and decides whether or not to refine such a child based on the refinement
strategy. Partitions obtained this way are called adaptive.

Given a dyadic cube I € D, and a function f € Ly(X, px), we denote by p;(f) the
best approximation to f on I:

pr(f) := argmin || f — p|, (3.12)

pellk

where Ilx is the space of polynomials of degree at most K in d variables.
Given K € N and a partition A of X, let us denote by S¥ the space of piecewise
polynomial functions of degree K subordinate to A. Each S € SK can be written in the



form

S = ZPIXI, pr € Ik, (3.13)

IeA

where for G C X we denote by X¢ the indicator function, i.e. Xg(x) =1 for z € G and
Xg(z) =0 for z & G.

We shall consider the approximation of a given function f € Ly(X, px) by the elements
of SK. The best approzimation to f in this space is given by

Pof =Y pr(f)Xs, pr(f) = argmin | f — p|. (3.14)

IeA pEllk

This suggests a natural discrete counterpart as an estimator from H = SE. Given the
data z and any Borel set I C X, we define

m

DIz i= argmin l Z(p(m,) - yi)QXI(aci). (3.15)

m
pellx i=1

When there are no z; in I, we set pr, = 0. Moreover, for any partition A of X we define
the estimator f, as
for=Fforx = Tu(pra)Xi (3.16)
IeA
with T the truncation operator defined earlier. Note that this requires solving (in parallel
if needed) only small least squares problems of fixed size dim IIx. Moreover, the empirical
minimization (3.15) is not done over the truncated polynomials, since this is numerically

much more delicate and expensive. Instead, truncation is only used as a post processing.
Note that Visr)+ < . #A.

In this framework a simple class M,,, of models would comprise the spaces Sf\i, j <1,
which is a hierarchy of spaces of piecewise polynomials on uniform partitions up to some
data dependent level j of resolution. In this case, one can choose the penalty weights
Csfe ™ #A; ~ 277 (with a constant depending on K and d) so that (3.9) is satisfied and

Theorem 3.6 applies, see [13, Theorem 12.1].

A richer model class is to consider any partition of X into dyadic cubes generated by a
tree of limited depth, namely M,,, := {SX : A(T), T a tree of bounded depth j}. Count-
ing the number of possible partitions of a given size, one can continue to use the penalty
terms as above. Namely, one can choose pen,,(S{) ~ #A% to obtain, upon balancing
the approximation error bound and the penalty, the following immediate consequence of
Theorem 3.2.

Corollary 3.3 Let v > 0 be arbitrary and let jo = jo(y,m) be defined as the smallest
integer j such that 279% < (logm/m)Y?Y. Consider the set M,, := {SK} corresponding
to partitions A induced by proper trees T C U;<j,A;. Then, there exists kg = ko(d, K)

such that if
klogm

pen,, (S{) = ——H(A)




for some Kk > kg, the estimator f, : defined by 3.7 satisfies

logm\ 357
E(|f, — fl%) < O(Z25)", m=12,..., (3.17)

whenever f, € AV({S/{{J_ Fien) NA({SE} ua<nnen). Here, the constant C' depends on
K, M, |fp

4 (88 Y paewwen)s ol (S5 Yy
but not on m.

The assumption on f, that guarantees the above rate in expectation consists of two
parts. First f, € A”({Sffj }jen) means that for the above 7, which could be taken ar-
bitrarily small, f, should be approximable at that rate by a linear method based on a
hierarchy of uniformly refined piecewise polynomials. The algorithm depends on that
through the choice of the largest tree depth jy. The smaller «, the larger j, and the larger
the computational effort. Nevertheless, no precise knowledge of v is needed to achieve
an optimal rate. Its choice only affects the range of those functions for which an optimal
rate is attained by the scheme. The approximability of f, by the nonlinear model class
expressed by f, € A*({SK}xa<nnen) does not enter the scheme but determines the ac-
complished rate. In this sense the scheme is universal for the range of rates attainable by
piecewise polynomials on adaptive partitions.

To illustrate the meaning of the assumption f, € A*({Sf}) let us consider the special
case where pyx is equivalent to the Lebesgue measure. In this case it is known that

1 1
By (L,) — A° aslong as 5 <stg, s < k.

Thus the smoothness that is needed to guarantee a certain adaptive approximation rate
in Ly is significantly weaker than the corresponding smoothness measured also in L, that
would guarantee the same rate if linear methods were used.

This also hints at the problems that will be faced when dealing with large spatial
dimensions d, often referred to as Curse of Dimension. Realizing a rate s requires larger
and larger smoothness ds, or in other words, the computational effort required by schemes
based on such refinement strategies grows exponentially in d. Methods based on dyadic
partitions are therefore not suitable for large d.

Note that the above approach yields estimates in expectation. We shall see later that
it fails in general to provide the sharper estimates in probability mentioned in (2.1). A
further major drawback of this very versatile principle is that it is often extremely (and
sometimes even prohibitively) expensive from a computational point of view, and there-
fore far from being compatible with online demands. However, for the above particular
example things are slightly different as will be pointed out next.

3.2.2 Adaptive Splits Using CART

One can turn to even richer model classes than those obtained as above by (isotropic)
dyadic splits, while still maintaining essentially the same conclusions. Instead of subdi-
viding cells in all directions one can consider anisotropic splits e.g. by halving cells with
the aid of d hyperplanes that are orthogonal to one of the d coordinate axes.

9



Any such partition of X will be denoted by A(X) or briefly A. Accordingly, for any
subset I C X we sometimes write A(I) to indicate that we are dealing with a partition
of I. If we decide to refine a cell I we have d different choices correpsonding to partitions
I =I1)UlIj j=1,..,d We shall say a partition A is admissible if it is obtained
by refinement which at each applications replaces a cell I by one of the pairs {I JQ, 1 Jl}
We denote by P(I) the set of all admissible partitions A = A(I) of I and write briefly
P =P(X).

Any admissible partition A can be identified with a labelled binary tree T (A) (with root
I when A € P(I)), where the label j at each node indicates that the children are obtained
by a j-split. Thus we could label all elements in A as I where, for e = (e1,...,e,),
e; €{0,1}, 5= (J1,---,Jn) € {1,...,d}™ we have

‘[617"'767171
J1seeIn—1

— I‘?ly--yenflao U[?h""e”*hl (318)

J1seensdn—1,Jn J1yedn—1,Jn

i.e. I has resulted from n successive splits of X. The vector j encodes the type of splits
used along the way and e records which of the two children have been used at each prior
stage.

To obtain a numerically feasible scheme we shall always restrict P (and hence the
P(I)) to a finite set obtained by requiring that in the split history j of any of its cells
each split type j may appear at most j, times, i.e. the highest spatial resolution is again
bounded.

We now take M, as the set of all H = SF with the above restrictions on the depth
of A. Note that dim SF = (#A) (kzd) and hence is proportional to #A. We shall define
the penalty function pen(#) and the constants c, for H = SK € M,, exactly as before.
Namely, cy = ¢*#(A) (where the constant ¢* is yet to be fixed) and

c(logm)#A + cp

>
pen,,(H) > -

(3.19)

To verify (3.9) we note that the binary tree corresponding to a partition A with
N + 1 = #A cells has N interior nodes (nodes that are not leaves) each of which can be
labelled in d ways. Let ¢(N) be the number of binary trees with 2NV + 1 nodes (hence N
interior nodes). Then the number of possible partitions with N cells is given by ¢(N)d".
Moreover, it is known that ¢(N) = (N + 1)71(%)) < 4"/n%?2, see e.g. [6]. Hence, one
can still ensure that

Y o e <y dVANNTReN < (3.20)

for ¢* sufficiently large. We can therefore apply Theorem 3.2 with fy,, and f, defined as
in (3.6) and (3.7) respectively and arrive at the analogue of Corollary 3.3.

Let us briefly point out next that, due to the particular structure of the cost functional,
complexity regularization can in this case of adaptive piecewise estimators (in the previous
setting of isotropic refinements as well as in the more general framework of anisotropic
refinements) be realized in a relatively efficient way, see [12]. It suffices to explain this for
the deterministic setting and for anisotropic splits.

10



According to (3.20) we can take ¢y = ¢*#A and

pen,, (A) = p#A, (3.21)

where p := p(m) := klogm/m. For any admissible cell I and any admissible partition A
of I, consider the local objective functional

S(AIL) = |[fp = Pa(fp)ll7o(px.r) + PR, (A).

The minimization of such functionals will greatly benefit from the above form of the
penalty term which entails the following additive structure. Suppose that I = I’ UI"” and
A is a partition for I whose restrictions to I’, I” are denoted by A’, A”, respectively. Then,

G(AT) = (N'[I') + S(A"|1"). (3.22)

In order to find a partition A* that minimizes ¢(A|X) one can proceed as follows.
Consider for any admissible cell I the local square error

eri= [ (o= mil5)dox = it [ (5, = p)dpx.

I I

The key observation is how to build from locally optimal partitions on pairs of cells an
optimal partition on the parent cell. Let

w(l) = ¢(A*(L,p)|I) with A*(I,n) = argmin ¢(A|]). (3.23)
AeP(I)

Remark 3.4 For any I, we have

if and only if
er+p < w(Il) +w(l}) == min_; _gw(I?) +w(I}). (3.25)

Moreover, if w(I) > w(I) + w(I}), then
w(l) =w(lp) +w(fn), AL p) = A (L, p) UA (L, ). (3.26)

Also
er<p = AN(,p)={I} (3.27)

Proof: The equivalence of (3.24) and (3.25) as well as (3.26) follow immediately from the

.....

of (3.25) O

In principle, this shows how to minimize ¢(A|X) over A € P. Finding the true
optimum seems to require knowing all the e, for any / that may appear in an element
of P. The computation of these quantities (or later their empirical counterparts) can be
organized from coarse to fine, picturing all possible partitions in a d-dimensional array
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of copies of X where in direction ¢ < d only a refinement of the ith coordinate takes
place. The advantage is that whenever some [ is encountered for which e; < p this cell
will, according to (3.27), never be refined. This may reduce the amount of computations
needed in the whole process.

Once the e; have been computed one can start pruning from the highest level downward
to coarser levels. Let Ajo denote the uniform dyadic partition of level j, of X. Clearly,
any J € A;, has a sibling J’ such that JU.J’ = I is a cell in some A’ € P(X). w(J), w(J')
being known we know from Remark 3.4 how to form A*(I, ). Successively merging lower
level siblings from optimal higher level partitions eventually yields A*(X, p).

In the case of isotropic refinements one has to deal, of course, with significantly fewer
comparisons to determine local optimality. Let us also remark that in this case the search
of the optimal partition A* is known to be performed at a reasonable computational cost
using a CART algorithm (see e.g. [8] or [12]).

Notice that the estimator did not need to have knowledge of s and nevertheless obtains
the optimal performance. For a certain restricted range of s, one can actually prove similar
estimates also in probability (see [11]).

All the above strategies involve postprocessing a least squares estimator by a trunca-
tion so that the estimator is in general no longer an element of the approximation classes
H under consideration. This can be avoided by another approach developed in [14] and
also discussed in [13]. The least squares procedure there is confined to the intersection
of the approximation class H with some L..-ball. On one hand, it is then possible to
establish optimal rates in expectation and probability for an estimator that remains in
the chosen approximation class. On the other hand, one has to perform now a quadratic
minimization under an L, state constraint which is a numerically much more demanding
task than solving the linear problems yielding the unconstrained least squares estimator.
Moreover, it is not clear which L., bound should be chosen so as to avoid an unnecessary
degrading of the approximation properties of the estimator. Therefore we confine the
subsequent discussion to unconstrained least squares estimators.

4 Adaptive Partitioning by Thresholding

Despite the possible computational speedup offered by CART in connection with com-
plexity regularization, a principal limitation of this approach seems to be that, in general,
it does not lead to optimal estimates in probability, see (2.1) - a fact that will become
clearer later.

In the case of isotropic partitioning, an alternative is offered by adaptive partitioning
based on thresholding techniques as proposed recently in [2, 3]. Let us briefly recall the
main ingredients of this approach adhering to the above notation for isotropic refinements.
In particular, we denote again by A; the uniform partition of level j, giving rise to the
approximation spaces A*({S{ }jen).

We shall consider adaptive partitions that are obtained from a refinement criterion
that is motivated by adaptive wavelet constructions such as those given in [9] for image
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compression. Given a function f € Ly(X, px), we define the local atoms

Ui(f) = Y pa(HXo =o)X, T#X, dx(f) = px(f), (4.1)

Jec(I)

and
er(f) = [[Lr (- (4.2)

Clearly, we have

f = Z%(f)’ (43)

1eD

and since the ¢; are mutually orthogonal, we also have

1 2o = D () (4.4)

1eD

The number €;(f) gives the improvement in the Ly(X, px) error squared when the cell T
is refined.

We let T(f,n) be the smallest proper tree that contains all I € D such that €;(f) > 7.
Corresponding to this tree we have the partition A(f,n) consisting of the outer leaves of
T(f,n). We shall define some new smoothness spaces B* which measure the regularity of
a given function f by the size of the tree T(f,n). Given s > 0, we let B* be the collection
of all f € Ly(X, px) such that for p = (s + 1/2)~%/2, the following is finite

| fligs :=sup P #(T(f,m)). (4.5)

n>0

We obtain the norm for B* by adding || f|| to | f

Bs. One can show that

_1 g

g it <Gl f

1 = Pagg Il < Gl f BN N:=#(T(f,n), (4.6)

where the constant C depends only on s. The proof of this estimate can be based on the
same strategy as used in [9] where a similar result is proven in the case of the Lebesgue
measure.

Invoking (3.11), it follows that every function f € B*® can be approximated to order
O(N~*) by Ppf for some partition A with #(A) = N, i.e. BS C A*({SK}4a<n). This
should be contrasted with A4°* = AS({S,{(]_ }jen) which has the same approximation order
for the uniform partition. It is easy to see that B® is larger than A°. In classical settings,
the class B* is well understood. For example, in the case of Lebesgue measure and dyadic
partitions we know that each Besov space B;(L,) with 7 > (s/d+1/2)"" and 0 < ¢ < oo,
is contained in B*/? (see [9]). This should be compared with the A* where we know that
A4 = B3 (L) as we have noted earlier.

4.1 An Adaptive Algorithm for Learning

In the learning context, we cannot use the algorithm described in the previous section
since the regression function f, and the measure p are not known to us. Instead one can

13



use an empirical version of this adaptive procedure based on the estimator given by (3.15)
and (3.16).

Our adaptive partitions are based now on an empirical analogue of the €;. For each
cell T in the master tree T, we define

er(z) = Tn( Y P1aXs = p12X1)lms (4.7)
Jec(I)
where || - ||, is the empirical norm defined in (3.2).

To begin the description of the thresholding algorithm, we fix a parameter x > 0 which
will be described in more detail later. With s in hand, we define the threshold

1
Tm =K e (4.8)
m

As before, a data based adaptive partitioning requires limiting the depth of corresponding
trees. To this end, let 4 > 0 be an arbitrary but fixed constant. We define j, = jo(m, y) as

the smallest integer j such that 27¢ > 7m'/7. We then consider the smallest tree T (Tm,2)
which contains the set

X(z,m) ={I € Uj<jo\; : €1(z) > 7y} (4.9)

We then define the partition A = A(7,,,2) associated to this tree and the corresponding
estimator f, := f,A. Obviously, the role of the integer j, is to limit the depth search for
the coefficient €;(z) which are larger than the threshold 7,,. The essential steps of the
adaptive algorithm in the present setting read as follows:

Algorithm: Given z, choose v > 0, and
o for jo(m,) determine the set ¥(z, m) according to (4.9);
o form T (Tm,2z), AN(Tm,2) and compute f, according to (3.16) for this partition.

For further comments concerning the treatment of streaming data we refer to an
analogous strategy outlined in [2].

The above algorithm has been analyzed in [2] in the case of piecewise constant approz-
imation for which the following result could be established.

Theorem 4.1 Let 3,7 > 0 be arbitrary. Then, using piecewise constant approrimations
in the above scheme, i.e. K =0, there exists kg = ko(0,7, M) such that if Kk > Ko in the
definition of T,,, then whenever f, € A" N B° for some s > 0, the following concentration

estimate holds | .
P {pr B fz“ 2 5( Oim) 25+1} S Cm—,@7 (410)

where the constants ¢ and C' are independent of m.

14



First note that truncation does not play any role in the case of piecewise constant
approximation since in that case the constant of best empirical approximation automat-
ically is < M in absolute value. The theorem gives the desired estimate for the error
|| f, — fz|| in probability which is somewhat stronger than the estimates obtained in the
previous section. As mentioned earlier, from this one obtains a corresponding estimate in
expectation, see e.g. [2]. The order of approximation can be shown to be optimal save for
the logarithmic term by using the results on lower estimates from [11]. Finally, note that
the role of the space A?, as in Corollary 3.3, is a minor one since the only assumption on
~ is that it be positive. This assumption merely guarantees that a finite depth search will
behave close to an infinite depth search.

A natural question would be to have an analogous result for piecewise polynomial
estimators of higher degree. In fact, the previous estimates in expectation made no
distinction concerning the degree of the polynomials and allowed one to fully exploit the
superior approximation power offered by higher degrees.

4.2 A Principal Obstruction

In this regard an important observation is that the analogue of Theorem 4.1 does not
hold in full generality when piecewise polynomials of degree higher than zero are used
in place of piecewise constants. This can be shown with the aid of a counterexample for
which empirical risk minimization does not perform well in probability and whose essence
is conveyed by the following figures 4.2 and 4.3 below.

Referring to [3] for the technical details, one first considers approximation by linear
functions on the interval X = [—1,1] for the bound M = 1 where the data y; are given
exactly as samples of the piecewise contant function indicated in Figure 4.2. For each
m = 1,2,..., we define a measure px = px,, on [—1,1] is concentrated at the points
+1, &7, namely

px = (1/2 = K)(0_y + 6,) + k(61 + 1), (4.11)

where v := 7,, = ﬁ and k := K, := m~?. We then define p = p,, completely by
y(v) =1, y(—y) = —1, y(£1) =0, with probability 1. (4.12)

Therefore, there is no randomness in the y direction.
One can then show that the empirical least square minimizer

p= argminz l9(x:) — uil?
g€ty

assumes with high probability a position indicated in Figure 4.3. In fact, the intersection
of the estimator with the z-axis is shown to be at least 2+ away from the origin which
implies an error of order one. More precisely, given any 3 > 2, there exist absolute
constants ¢, ¢ > 0 such that for each m = 1,2, ..., the above distribution p = p,, satisfies

P{||f, = T(®)|| = c} > em™*". (4.13)
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Figure 4.2: Best linear fit

One can now adjust the above situation to give information about piecewise linear
approximation on adaptively generated dyadic partitions by rescaling. We let I be an
interval at the finest scale allowed under our restrictions of depth search. If we allow
dyadic partitions with more than m elements, we can approximate f, exactly so that f,
is in B* with s = min(8 — 2, 3/2). On the other hand, any adaptively generated partition
with at most m elements will have an interval J containing /. For any of the corresponding
bad draws z we will have

Ifp = Fall = (4.14)

on a set of z with probability larger than ém°+1.

This shows that empirical least squares using piecewise linear functions on adaptively
generated partitions will not provide optimal bounds with high probability. Note that
the above results are not in contradiction with optimal estimates in expectation. The
counterexample also indicates, however, that the arguments leading to optimal rates in
expectation based on complexity regularization cannot be expected to be refined in general
towards estimates in probability.

In view of these observations, the following two options suggest themselves. First,
inspired by the above counterexample one can look for (hopefully weak) conditions on
the measure p under which one might still get optimal rates for piecewise polynomial
estimators of higher degree. Second, one can try to modify the estimators to cope with
the type of obstructions suggested by the example. In fact, regarding the first option, one
can show that, when imposing some restrictions on the marginal measure py, then high
probability results turn out to be possible as we shall next describe.
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Figure 4.3: Estimator

4.3 The Case of Bounded Projections

For simplicity let us assume now that M = 1. The difficulty of bounding the projection
p1(f,) seems to prevent one from showing that

pr = pr(f,) == Argmin,qp, || f, — Pl (4.15)

and its empirical counterpart
A . 1 ¢ )
pri="T <Argm1np€HKE Zl Xr(z:)(y: — p(x;)) ), (4.16)

are close with high probability. The closeness of these two quantities, however, already
played an important role in the analysis of the piecewise constant case [2]. We shall show
next that a favorable comparison of these two quantities indeed becomes possible when
the projection p;(f,) remains below some fixed bound

1Prl|Loeiry < M. (4.17)
We say I is good if (4.17) holds.

Theorem 4.2 Suppose I is good, i.e. (4.17) holds. Then there exist uniform constants
¢, c1, c2, depending only on M’ K, d, such that f, given by (4.16) satisfies

P{If, — pill > 0} < cxd- e, (4.18)
provided that
6 = 32[|f, — pil- (4.19)
Moreover, for any ¢ satisfying (4.19) one also has
P{|lpr — 1|l > 6} < o e (4.20)
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The proof of this theorem is based on the following concentration result from [13,
Theorem 11.2] that will play also an important role in the subsequent discussion.

Theorem 4.3 Let F be any set of bounded functions f and consider the discrete norm

2m
1

= —— t)]?. 4.21
17l 5 D17 (4.21)
Let N'(F,n,t) denote the covering number which is the smallest number of balls of radius

n which cover F with respect to the norm || - ||¢. Then one has

m772

B{If) = 21l > 7 for some f € F} < 3 BREW(F,n,8)).  (4.22)

Here the probability is with respect to z (note that || - || (see (3.2)) is a random variable
since it depends on z) and the expectation is with respect to t.

It is well known that if V' is a linear space of dimension ¢ and G := {Tyg: g € V}
then
N(G,n,%) < (Cn) @D, 0 <<, (4.23)

with C'= C(M) (see e.g. Theorems 9.4 and 9.5 in [13]).

Proof of Theorem 4.2: Given any sample set z as above let x := {z1,...,z,,} be the
x component of z. We employ the empirical norm

1 m
1B = — D 1) X ()
i=1
imitating || - || = || - | z,(px,1)- In order to use results involving this empirical norm we write
P{lpra— £l > €} < PLlpra — £l = 21010 — Folbem > €/23 + B {Ipra — fllem > €/4}
=Py —iPy

(4.24)
Denoting by A = A\(K, d) the dimension of IIx, we can invoke Theorem 4.3 applied to the
set F of functions f, — p;,. This gives

2

P < e Pememe (4.25)

taking care of the first term on the right hand side of (4.24).
As for P, we write

Po= [ ®llpra =~ folom > ¢/ )} do (1.26)

and we bound the probability inside the integral as follows. For fixed x = {z, -, 2}
we can write

yi = fpzi) + Bi, (4.27)
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where the B; are independent random variables and such that |B;| < 1 and E(B;) = 0. We
denote by y and B the corresponding vectors comprised of those y;, B; for which z; € I.
Now let Py : R™ — H(x), where H(x) is the space of traces of the elements in IIx on x|,
be the || - ||xm-orthogonal projector onto #(x). In a slight abuse of notation we denote
now by f,, pr,. also their traces on x|; consisting of those x; that belong to I. In these
terms we can reexpress

pr.:=T1P(f, + B) = Ty (Pxf, + P<B). (4.28)

Clearly the dimension of H(x) is at most A\. Next we make use of the following elementary
observations

Remark 4.4 Suppose that |a| < 1. Then one has
o = Ti(c+d)| < |a—Ts(c)| +[d], |a—T5(b)| <la—0]. (4.29)

As a consequence of the first inequality in (4.29) we obtain with a = f,(z;), ¢ = Pxf,,
d = P,B, on account of (4.28),

||fp - pI,z X,m S ”fp - T3Pxfp||x,m + ”PxBHx,m (430)

Moreover, by the second inequality in (4.29) we have

||fp - T3Pxfp||x,m < ||fp - Pxfp”x,m < ||fp _pl(fp)Hx,m:

where we have used the optimality of P f, with respect to || - ||x,». Therefore we conclude
from (4.30) that
1fo = Prallxm < 1fp = pr(fo)llxm + [[PcBllxm- (4.31)
Here we do not need any further truncation of Py, f, because of (4.17) Setting
Py :=P{|lf, = p1(fo)llxm > €/8}, (4.32)
and
Py = /IP’{HPXBHXM > ¢/8 | x}dp, (4.33)
it follows that
Py =Plpra = follxm > €/4) < Py + Pu. (4.34)
As for Ps, we remark that since ||f, — pi(f,)]| < €/32 (see (4.19)), it follows that
Py <P{|[fp = p1(fp)llxem = 2llfp = p1(f,)| > €/16}. (4.35)

The function F' := f, — p;(f,) is, by (4.17), bounded |F(z)| < 1+ M’'. Invoking a
symmetric version of Theorem 4.3 to conclude that

2

Py < Ce®e e (4.36)

which gives an exponential bound similar to P;.
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For estimating Py, we fix x = {z1, -, z,,} and define A',--- A% an ||-||x m-orthonormal
basis of H(x). Note that ¢ < A\. We now have

q
IPBlzm =D 1(B, A7), (4.37)

and therefore

P{||PBllm > ¢/8} < > P{|(B, A)| > ﬁ}. (4.38)

Jj=1

Now, we have (B, A7) = L35 B;A?X1(x;). We apply the following version of Hoeffd-
ing’s inequality : if (3, - - -, (,, are independent variables such that |(;| < M; and E({;) =0
then

m€2

1 — e
IP’UEZQW >} < e HEEE (4.39)

Here M =1, ¢; = X;(;)B;A! and M; = |A]| so that = S°™ M2 = 1. Therefore

P{|| PB| > €/8} < 2Xe” 555 (4.40)

It follows that ,
Py < 2X\e 52x. (4.41)
Combining all these results, the assertion follows. O

4.4 Optimal Results in Probability under Regularity Assump-
tions on px

We shall exhibit next some conditions on the measure p that guarantee the validity of
(4.17) for any cell I. As before, we fix the polynomial degree K and define the projector
Py for any dyadic partition A by (3.14). The example in Section 4.2 indicates that a
strong concentration of py may cause steep slopes in the estimator and hence leads to
large deviations. The following assumption prohibits such a strong concentration and
ensures that the least squares projection is uniquely defined.

Assumption A: There exists a constant Cy > 0 such that for each dyadic cube I, there
exists an Lo(I, px)-orthonormal basis (Lyx)k=1,..x of Ik (with X the algebraic dimension
of llx ) such that

| ) < Calpx (D)™, k=1,...,x (4.42)
Hence on each I one has
A
Z Iy Lig) Lo(1,px) L1 ks (4.43)
k=1
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and in particular px(I) # 0. It follows that for all f € L, (X),
[PAfllLoe < ACAllf]]Loc (4.44)

i.e. the projectors Py are bounded in L., independently of A, [3].

It is readily seen that Assumption A holds when px is the Lebesgue measure dx or,
more generally for dpx = w(x)dx where 0 < ¢ < w(z) < C. For further examples see [3].

Under Assumption A, one can estimate the discrepancy between the truncated least
squares polynomial approximation to f, and the truncated least squares polynomial fit to
the empirical data. This should be compared with the counterexample of the last section
which showed that for general p we do not have this property. The following result was
established in [3] directly under Assumption A. Note that a slightly weaker estimate is
given by (4.20) under a weaker assumption.

Theorem 4.5 ([3]) There exists a constant ¢ > 0 which depends on the constant Cy in
Assumption A, on the polynomial space dimension A = A(K) of Il and on the bound M,
such that for all I € D

P{|I T (p) X1 — Tar (pra) Xsll > n} < e, (4.45)
where ¢ = 2(A+ \?), and the constant ¢ in (4.45) depends on M and C4 and behaves like
(MC%)2.

From the basic estimate (4.45), we can immediately derive an estimate for an arbitrary
but fixed partition A consisting of disjoint dyadic cubes. If |[A| = N, we have

B{llfur ~ Tu(Buf) > ) < BLITulo)Xs — TulorXoll > 1

for some I € A},
which yields the following analogue to Theorem 2.1 of [2].

Remark 4.6 Under Assumption A one has for any fived integer K > 0, any partition A
andn >0

mn2
Pl fzr = Ta(Pafp)ll > ny < CoNe w7, (4.46)
where N := #(A) and Cy = Cy(A) and ¢ = c¢(A\, M,C4).
We can then derive by integration over > 0 an estimate in the mean square sense

Nlog N
E (| fon = Tu(Pafy)|?) < O——, (4.47)

similar to Corollary 2.2 of [2], with C' = C'(M, Cy, \).
Based on these findings one can derive now optimal approximation rates for post-
truncated least squares estimators on uniform partitions A; of the form

%) (loi m) = } < Cm=?, (4.48)

P@m—ﬁu>w+m

where, however, the choice of the right dyadic refinement level hinges on the knowledge
of s, so that these estimators are not universal. Therefore we focus in what follows on the
adaptive counterpart given by the Algorithm in Section 4.1.
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Learning on Adaptive Partitions

We now turn to an analysis of the adaptive algorithm defined in the §4.1. This entails
extensions of Theorem 4.1 in two ways. Recall that the depth of the tree is limited by
jo = jo(m,~) the smallest integer j such that 29¢ > 7,,*/7.

We continue to assume that the measure p satisfies Assumption A. One roadblock to
having a self contained algorithm is the fact that the constant C'4 is unknown to us. This
has a simple rsmedy which is to enlarge the threshold somewhat. To illustrate this, let

_ logm

us take 7, := ~7=. Using this threshold, the same analysis as in 85 of [2] shows that this

m

algorithm is universally consistent. Moreover, we have the following theorem (see [3]) for
the performance of this algorithm.

Theorem 4.7 ([3]) Given an arbitrary 3 > 1 and y > 0, we take the threshold 7., = 252
Then the adaptive algorithm has the property that whenever f, € AYNB® for some s > 0,
the following concentration estimate holds

P {pr — fall = c(lf/gﬂ_zl)%“} <mF, (4.49)

folar), as well as the following expectation bound

3

with ¢ = c(s,Ca, \, | f,

B3,

logm>zs4i1
vm

folar). For a general regression function f,, we have

E(If, - fl?) < o (4.50)

with C' = C(S,)\,M, CA,d, |fp Bs,
the universal consistency estimate

. N 2 _
im B(|f, - L) =0, (4.51)
which in turn implies the convergence in probability: for all € > 0,
im P{f,— full > ¢} =0, (4.52)
The same conclusion could be obtained for any threshold of the form

1
T 1= (m)y |~ (4.53)
m

where k(m) is a sequence which grows very slowly to +o00. This would result in a slightly
different logarithmic factor in the excess rates. In fact, one could actually take just

T 1= Koy &2 if Oy was known to us (see [3] for details).

The strategy for proving Theorem 4.7 is to show that the set of coefficients chosen by
the adaptive empirical algorithm are with high probability similar to the set that would
be chosen if the adaptive thresholding took place directly on f,. This will be established
by probability estimates which control the discrepancy between €; and €;(z). This is given

by the following result.
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Lemma 4.8 For any n > 0 and any element I € A;,, one has

Jo’
P{er(z) <n and € > 8\Can} < &(1+ 7 C)e (4.54)

and
P{e; <n and ¢/(z) > 4n} < &1 +n e ™", (4.55)

where ¢ = ¢(A\, M,d), ¢ = c¢(A\, M,Cy,d) and C = C(A,d).

The proof of Lemma 4.8 is rather different from the counterpart in [2] for the case of
piecewise constants. It is based among other things on the concentration result given in
Theorem 4.3, see also [13, Theorem 11.2].

5 Some Perspectives and Open Problems

We mention next two directions for improving the above results.

5.1 Proving probability results for piecewise polynomial approx-
imation

We have seen that when an interval I is good in the sense of (4.17), we are able to meet our
goal of directly estimating the performance of the empirical algorithm on I in probability.
We want to show that in the case that I is not good, it is possible to find in I a good
interval J and use this to construct an estimator which performs well in probability. We
shall confine the discussion in what follows to the case X = [0,1], K = 1 and M = 1.
As a possible modification of estimators considered so far we shall consider the following
two-step procedure: (i) Given I, find J C I that is good in the sense of (4.17) for some
fixed bound M’. (ii) Then construct an estimator based on samples contained only in J.
More precisely, let

m

Fra=Tu(Fra)  Frei=argmin— 3 (ge:) — 102X (5.1)

m
g€l i=1

Let us first point out how it is possible to find a good interval J inside I, at least on
a theoretical level. For any interval J, let

e
pPJ = /XJ(ﬂC)dPX, Ty = /iCXJdPX, £y = p_j (5-2)
X X

Given I, we are going to create now a nested sequence of interval Jy=1> J;... D Ji....
In the case [ is good, this sequence consists of only the one interval Jy = I. Given that
Ji is already defined, if Ji is good we terminate the sequence. If J; is not good, we let
Jri1 = Jpy1 N Jp where Jy = Jp N [€5, — |Jkl/2, €5, + |Jk]/2] is the interval centered
at &, with length |Ji|/2. In going further, we define J := Ji \ Ji+1. Now either this
sequence terminates in a good interval Ji or else I = {zo} U J{ U J} - - - where z, is some
point from I. In the latter case, we define k := oo.
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We define fr, by (5.1) for the good interval we have extracted. To analyze the perfor-
mance of fr,, we first establish a bound for the measure of U;?:l(] %, 1.e. of the complement
of the good interval. To do this we introduce some notation. For any two intervals L. C K,
we shall use the notation

Ex(L) = pr _pKHLg(L,pX) (5.3)

which is the error in approximating f, by px on the interval L.
Lemma 5.1 For each 1 < j < k, we have
px(J}) < (M= 1)(Ey, (1) = Bz (Jj1)?) (5.4)

Proof: Since J; is not good, we have |p;,(x)| > M', z € J;. Hence, |f,(z) — pj,(z)] >
M' — 1 on this interval. If we square this and integrate, we get that

Ej (1)) = Egy(Ji)? 2 Eg(J;)? = Eg(Jj1)? = B (J7)? > (M' = 1)°px(J))  (5.5)
which gives (5.4). O

Lemma 5.2 If J = J, C I is good, then

—2
px(INT) < (M'=1) Ify = pilld s

Proof: We have by definition

k—1
I=J,UJdp  U--UJg, px(I\Jp) =Y px(J)).
§=0
We infer from Lemma 5.1 that for J = J,
k—1
px(T\T) < (M = 1) S (B3, ()~ By, (o))
§=0
< (M —=1)7Ey(H)* = (M =172 f, — pil*. (5.6)
This completes the proof. O

With these estimates in hand, we have

1fo = fralloipe = Ifo = TilFra)lLopn) + 1fo = Ti(Fra) Lo (n )
< Mo = Ti(fra)lTn(spy) + 4ox(I\ J)
S ”fp - Tl(nyz)H%Q(J,px) + 4(M/ - 1>72H‘fp - fIH%Q(I,px)

IN

(1o = T Fr)llLaron) + 2(M = D)7 fo = Fillbatron)”

Hence, whenever

n 2 max {4(M" = 1) 7| £, = prlla(rox) 640 fp — 2r(fp) L2}
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we can invoke Theorem 4.2, (4.18), to conclude that

P{ILfy = fralliato = 0y < PLUS = T(faa)lliapn) = 1/2} < e e/, (5.7)

which indeed provides a concentration estimate of the desired kind for the modified esti-
mator.

The above procedure, while interesting, is not an empirical algorithm. To bring this
approach to completion, we would need a numerical procedure to identify the good interval
J in I. The natural approach of replacing the above arguments with empirical quantities
will fail due to the difficulty of estimating the quantity &; with sufficiently high probability,
regardless of the interval being good or not. Therefore it is not clear whether this line
will ultimately be successful.

5.2 Improved Probability Results for Adaptive Piecewise Con-
stant Approximation

We have shown that it is possible to give near optimal estimates in probability for the
performance of piecewise constant adaptive algorithms on certain approximation classes.
We want now to show that it is possible to improve these results and obtain results which
are near optimal on individual regression functions rather than only classes.

The tool for obtaining these improved results is the idea of near-best adaptive tree
approximation as studied in [5] for the deterministic case. This type of approximation
studies all possible partitions that can be described by trees of the form we have been
discussing. Given the data z, we use the empirical local error estimators e;(z) defined in
(4.7). In the case of piecewise constant approximation (as we are now discussing), the
truncation operator Tj; is not needed. For a partition A associated to such a tree we
denote by Ep := > .\ e? the error of piecewise approximation by piecewise constants for
this partition and by E, , the corresponding empirical error. The local error e;(z) satisfy

> en(z)’ <ejla) (5.8)

rec(I

which is the subadditivity property needed to apply the results of [5].
Applying the algorithm of [5] to the empirical data yields a partition A* := A*(z)
which satisfies

., < 1 )
EA Z C11 #Aélng#A* EA,Z ) (5 9)

where the constants (', and (5 are absolute. One can now prove that the piecewise
constant function built on the partition A* approximates f, well in probability. Indeed,
suppose that at a certain stage of this refinement we receive a partition A*. Then for any
partition A with #A < CyN we have

EA*,z < CIEA,Z . (510)

We denote by 7% = Eps, and N = #A* and consider the random variables r; :=
(y — qr)*xz(x) and their empirical realizations

m

TIa = % Z(yi —qr)*xr(z;) = % > Wi = ar2)® + (ar — a12)*] xa ()

=1
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= €Iz + (QI - q1,z)2pf,27 (511)

1 m
where as usual pr, = — E x1(x;). We use the above relation and concentration of
m
i=1

measure inequalities in a similar way as in [2] to establish the following estimate for any
partition A with #(A) < CyN.

2 cmn2
P {|Ey— Epgl > L b < ANe wrz (5.12)
=17 90,

Thus, from the computable quantity Ej , we get an estimate for the true error (namely,

Eyn < Ep, + % which holds with high probability and we have a computable bound
for this probability (the right side of (5.12)). The estimate (5.12) for A* has a slightly
different flavor than our previous results. As we run the algorithm thereby enlarging the
tree, the estimate we have for the error will decrease but the bound for the probability of
failure of this estimate will increase. The user can decide when to terminate the algorithm
and accept the given bounds.
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